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Section 1

Introduction

The is the final technical report for a basic research effort entitled “Smart Filter Design”
performed by the Applied Physics Division of the University of Dayton Research Institute
(UDRI) during the period from September 1987 to April 1990. The effort was sponsored
by the U.S. Air Force Rome Air Development Center, Cambridge Research Laboratories
(RADC/ESO). Dr. Joseph Horner was the Air Force program manager.

The central theme of the effort was the investigation of the ternary phase-amplitude
filter (TPAF) correlation filter concept, which was proposed as a practically imple-
mentable improvement of the binary phase-only filter (BPOF) that had superior discrim-
ination properties. The effort included both experimental work to demonstrate practical
implementation of TPAFs using existing spatial light modulators (SLMs) and analysis
and simulation to investigate the performance and design of smart TPAFs. Excellent
results were obtained in all areas of investigation including the following:

e Analytical and matching experimental demonstrations of improved correlation dis-
crimination using TPAF formulations.

e Experimental implementation of TPAFs using magneto-optic SLMs.

e Development of two effective TPAF smart filter formulations.

e Experimental demonstration of “metric sort” smart filters applied to a challenging
target recognition problem with results in good agreement with simulation predic-
tions.

The Smart Filter Design effort was augmented in May 1989 to include the investiga-
tion of neural network approaches to correlation filter adaptation and synthesis in added




effort sponsored both by RADC/ESO and the U.S. Army Missile Command, Redstone
Arsenal, Alabama. Dr. Donald Gregory was the Army program manager. This portion
of the effort has generated favorable analytical results which demonstrate the potential of
neural networks to adapt or synthesize TPAF filters that optimize correlation in response
to varying input scene clutter and target distortions.

The Smart Filter Design contract effort has produced results reported in 16 publica-
tions, including 7 articles in major refereed journals and 9 in conference proceedings (1]-
[16]. These papers serve to document the effort and they will be used to advantage in
this report. Many of them are included as appendices.

This report is organized as follows. Section 2 presents TPAF correlation filter work
and section 3 discusses neural network-related efforts. Section 4 provides conclusions
and recommendations for future investigations.




Section 2

Smart Ternary Phase-Amplitude Filters

This section traces the evolution of TPAF formulations from the basic concept originally
proposed, which addressed only improved discrimination and had not been experimen-
tally verified, to the culmination of the contract effort, when metric sort smart TPAFs
were experimentally and successfully applied to a complex and realistic target recogni-
tion problem. The discussion of each research advance will rely heavily on published
papers included as appendices to this report.

2.1 Initial TPAF Concept and Simulations

The TPAF was conceived and proposed for the Smart Filter Design program as a signif-
icant improvement of the BPOF, that involved the addition of zero modulaticn (i.e., an
opaque or blocking element) resulting in three discrete filter modulation levels: -1, O,
and 1. The TPAF was expected to provide enhanced discrimination against noise, clut-
ter, and other nontargets in the input scene by selectively blocking spatial frequencies
containing mostly nontarget information. A key feature motivating the TPAF concept
was the prospect of easy near-term implementation using available SLMs, as was already
demonstrated in the case of BPOFs using magneto-optic SLMs (MOSLMs) {2,17|. Our
proposal speculated that the MOSLM devices also could implement TPAF modulation
levels. An additional intrinsic benefit due to the discrete nature of the filter is efficient
electronic storage of filter patterns, which require at most two bits (binary digits) of
storage per filter element or twice that of a BPOF.

Our proposal provided 64x64 element simulations that indicated improved discrimi-
nation of TPAFs for simple binary images representing a gunboat and a “gunless” boat




immersed in random binary noise. These results were subsequently published [1,6| and
copies of the papers are included as Appendices A and B. This work introduced the
transform-ratio technique for setting the zero-state pattern (called the binary amplitude
mask or BAM) of a TPAF. The phase states were set as in a BPOF by thresholding on
the phase of the Fourier transform of the reference pattern.

Thus, at the start of our effort the TPAF had been defined and shown in simulations
using the transform-ratio BAM design technique to provide improved discrimination over
a BPOF. Experimental TPAF implementations and smart TPAF formulations remained
to be addressed.

2.2 Basic Design Elements of BPOF's

A study of the basic design elements of BPOFs, threshold line angle (TLA) and reference
offset, was believed necessary to support proper design of either BPOFs or TPAFs.
The study was conducted by computer simulation of correlations using 256x256 element
arrays containing scenes based on actual visible tank and background terrain images.
Significant but relatively small variations of correlation performance were found as the
design parameters were varied, and the results did not support the choice of a unique
optimum set of parameters. Rather it was judged that the choice of design parameters
must be considered case specific and thus explored for each application.

Related analytical work showed that the TLA, while varying continuously over the
nonambiguous range of 0 to 90 degrees, defined, at specific angles, the previously re-
ported BPOF types, including cosine, sine, and Hartley BPOFs. Analysis also defined
an equivalent POF (phase-only filter) that can be synthesized for any BPOF made with
a particular TLA. This concept can aid in predicting the impulse response of a BPOF.

Our work on BPOF design elements was reported in October 1988 [7], and a reprint
of that paper is included as Appendix C.

2.3 Initial Smart TPAF Concept — the fTPAF

The first smart TPAF concept investigated was an extension of a BPOF smart filter
concept reported by Jared and Ennis [18,19]. Their BPOF was based on thresholding the
transform of a composite (training) image set with iterative adjustment of superposition
weights to achieve distortion invariance across the set. The ad hoc numerical procedure




may not converge but does so in many cases of interest. Our modification was to impose a
BAM on the BPOF, thus creating a TPAF. The BAM was defined by the transform-ratio
technique applied to representative composite power spectra of the in-class and out-of-
clasy training sets. It was held fixed as the weights defining the binary-phase states were
iterated. We named our variant the fTPAF in keeping with the nomenclature used by
Jared and Ennis, e.g., the fSDF-BPOF.

The fTPAF concept was first reported in April 1988 3] along with initial simulations
indicating promising performance for simulated images of two types of wrenches. A
reprint of this paper is included as Appendix D.

A much more extensive set of simulations applied the fTPAF to a complex character
recognition problem. This work was reported in May 1989 [9], and a reprint of the paper
is included as Appendix E. The iterative adjustment of weights to form a filter involves
evaluating correlations of the current composite TPAF with all in-class training images
at each step. Jared and Ennis simplified this phase of the computation by examining
only the central (on-axis) output location where the correlation peak is expected to
appear. This enables a simpler inner product operation to be used instead of the inverse
Fourier transform required to generate a complete correlation pattern. In our character
recognition work we performed the full correlation and based our weight iterations on
the highest peak in the output regardiess of location. We believe this procedure is
necessary for the character recognition problem because the response anywhere within a
character block is used as the basis of discrimnination, and cross-correlations of characters
are expected to have considerable side-lobe structure.

The reported work established the fTPAF as an effective smart TPAF formulation
having good overall performance and providing controllable tradeoffs of distortion in-
variance and nontarget discrimination.

2.4 Experimental Implementation of Ternary Filter Modula-
tion

Results published by workers at Litton Data Systems [20] indicated that a third MOSLM
modulation state, called the “mixed magnetization” or neutral state, was easily accessi-
ble. We conducted experiments with a Semetex 128x128 MOSLM in a coherent imaging
setup to investigate the modulation characteristics of this state. We found that rea-
sonably effective zero-state modulation was easily achieved with slight modifications of
the software driving the MOSLM addressing circuitry. The intensity transmission of the




“off” state using a Nyquist optical system bandpass (based on the SLM pixel spacing)
was measured to be no more than 3% of the “on” (i.e., £1 modulation) pixels. The
Nyquist bandpass of the filter SLM corresponds to the output plane extent in a typical
correlator design. These results indicated good potential for practical TPAF implemen-
tation, although the 3% leakage is not ideal. Our findings were first announced at the
Annual Meeting of the Optical Society of America in November 1988 (21|, and were
then published in a letter in Applied Optics in March 1989 (8]. The letter was jointly
authored with researchers from New Mexico State University, who reported experiments
demonstrating improved correlation SNR using a low-frequency block implemented with
the third state in a MOSLM filter. A copy of this letter is included as Appendix F.

A series of experiments were conducted to investigate implementation of transform-
ratio TPAFs with significant simulation-predicted discrimination improvements. These
filters involved BAMs (i.e., zero-state patterns) having much more complicated struc-
tures than the simple low-frequency block previously implemented by the workers at New
Mexico State University (just discussed). The work was conducted on our 48x48 element
MOSLM correlator [2,17] and involved discrimination between various binary targets and
nontargets. (Distortion invariance was not addressed in these experiments.) Generally
excellent agreement between simulation predictions and experimental results was ob-
served in cases involving significant improvements in discrimination between shapes (e.g.,
from two dB for a BPOF to five dB with a TPAF). An extensive simulation/experimental
investigation addressed variations of the percentage of filter elements blocked, TLA vari-
ations, and the effect of zero-state leakage polarity relative to phase-state polarity. It
was found that zero-state leakage (about 3% in intensity as mentioned) limited useful
TPAF performance to filters having less than 70% of their elements set to zero. This
work was first reported at an SPIE conference in August 1989 [10], and appeared in Op-
tical Engineering in May 1990 [15]. Copies of these papers are provided as Appendices G
and H.

2.5 Metric Sort Smart TPAF Formulation - analytical and ex-
perimental results '

Although the fTPAF is an effective smart TPAF formuiation, it has been superceded
by a new formulation called “metric sort” (or MS for brevity) developed early in 1990
on the Smart Filter Design program. The MS formulation is superior overall based on
simulation results to be shown and also requires less computational effort.

The MS filter formulation uses an iterative numerical process which attempts to max-
imize the classical SNR of a filter constrained to TPAF modulation values. A numerical
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procedure for solving this problem for the case of additive Gaussian white noise has been
given recently by Kumar and Bahri [23]. Our treatment differs from theirs in at least two
important ways: (1) we treat any noise spectrum, removing the need to assume white
noise, and (2) whereas their algorithm was exact and exhaustive (i.e., guaranteed to find
the global maximum SNR) ours involves approximations and is subject to trapping to
local SNR maxima depending on an assumed starting point. The above comments apply
to the case of a single target pattern with additive stochastic noise. To use the metric
sort algorithm as a smart filter, we make the ad hoc extensions of (1) using a composite
in-class target image to impose distortion invariance over a training set and (2) apply-
ing the filter to scenes in which noise is not additive (because background noise does
not invade the target). Nevertheless we have obtained better results for a challenging
correlation problem to be discussed than with several other smart BPOF and TPAF
formulations.

The classical SNR metric addressed by the MS procedure is:

_ 1IS(H)G I?
IN(F)H(f) [ df°
where f is the (spatial) frequency variable and S, H, and N are the signal Fourier

transform, filter function, and noise spectrum, respectively. A brief description of the
MS formulation algorithm follows:

SNR

(2.1)

1. Assume a starting TPAF pattern (e.g., a BPOF formed with a particular TLA)
and calculate and store the corresponding SNR (Eq. 2.1).

2. For each filter pixel, calculate the differential SNR resulting from switching the
pixel to each of the remaining two allowed filter modulation states (-1, 0, 1). Store the
maximurm of these two values and the associated new modulation state.

3. Sort the pixels into descending order of the SNR differentials obtained in step 2.

4. For the top M values on the sorted list, make the associated pixel modulation
state changes and update the SNR value. If a negative SNR differential is encountered,
stop and go to step 6.

5. Go to step 2, except — if an operator-selected maximum number of pixels to be
blocked has been exceeded, go to next step.

6. Write the new TPAF filter to a file and end.

Several comments apply to this procedure. First, it clearly has the general nature of a
gradient-descent or hill-climbing algorithm. Thus it should be subject to trapping at local




maxima and sensitivity to starting point assumptions. Second, an ideal implementation
would require M = 1, i.e., resorting the differentials after each single pixel is switched to
a new modulation state. This would be exiremely compute-intensive, and we suspect not
necessary, provided M is very small compared to the number of filter elements, N. The
fractional change in SNR in response to changing a single element (out of, for example,
16,384 in a 128-by-128 element filter) is very small. Typically we have used 0.05N as the
maximum value for M. The reason for the exception in step 5 is that empirical evidence
indicates that filters which optimize SNR are frequently deficient in other metrics such
as peak height (Horner efficiency) or peak width. Wider peaks (i.e., poorer location
estimates) and lower efficiency typically are associated with increased fractions of pixels
blocked. Thus we allow for the possibility of stopping the iterations before convergence
to preserve better overall performance, based on the filter designer’s judgment.

We now discuss an example of the application of the MS filter to a complex, de-
manding, and realistic target-in-background problem involving laser radar (LADAR)
range images from actual sensors. The noise spectrum used in MS filter formulation was
a composite of power spectra from representative background scenes. The signal trans-
form was the Fourier transform of a weighted composite of training set images comprising
rotations of the target object. Uniform composite in-class weights were used.

This application of the MS filter is detailed in Appendix I, which is a copy of a paper
presented in April 1990 [14]. A MS filter was designed to recognize a target helicopter
in the presence of background noise and two other (nontarget) vehicles over a rotation
range of 10 degrees. A simple BPOF provided 6.2 dB SNR for an aligned target,
and performance degraded by 3 dB for +1.5 degrees rotation of the input target. The
computer-simulated SNR (called peak-to-clutter in Appendix I) and peak intensity (in
essence, Horner efficiency) performance of the MS filter are plotted in Figures 6 and
7 of the article, along with the same metrics for the other smart BPOF and TPAF
filters studied for comparison. The MS filter is clearly superior to the other types and
also meets the design goals (good performance over the design rotation range). Note
in particular the inferior performance of the fTPAF which was the best smart TPAF
formulation known prior to the MS filter. Note also the even poorer performance of a
composite BPOF. Although this filter did not benefit from the use of techniques such
as the successive-forcing-algorithm [22] or Jared-and-Ennis (fSDF-BPOF) formulation
to adjust weights or allow for complex weights, it seems unlikely that performance could
equal the MS filter even with these improvements. The need for blocking elements in a
filter is dramatically illustrated by the poor SNR performance of this filter. (See Figure
6 of Appendix 1.)

In the work reported in Appendix I, five different initial TPAFs were tried as starting
points for the MS formulation, comprising BPOFs formulated with TLAs of 0, 22.5, 45,




67.5, and 90 degrees. Best overall performance was obtained by stopping iterations when
about 54% of filter elements had been switched to the zero-state. The five resulting filters
showed slight variations but approximately equal overall performance for all TLAs except
90 degrees, which was noticeably inferior. The filter resulting from a starting TLA of
45 degrees was chosen as representative of best overall performance and was used in the
work reported.

In one case, TLA = 0, the MS filter was iterated to convergence, resulting in 92.5%
of the elements being set to the zero-state. This filter exhibited only slightiy better P/C
than the tested MS filter, although uniformity over the £10 degree testing interval was
significantly improved. These improvements were obtained at the expense of a 4.3 dB
r~duction in Horner efficiency, to 0.29%, or a 9.8 dB reduction from the efficiency of
the BPOF. The practical impact of this depends on the specific correlator hardware
implementation. It probably still compares favorably to the efficiency of a classical
matched filter.

In Appendix I, Figure 8 and the preceding table provide experimental results in gocd
agreement with simulations. These results were obtained on a laboratory correlator
using 128x128 Semetex MOSLMs. The correlator was assembled and first operated on
the Smart Filter Design program. Figure 2.1 is a diagram of the experimental setup.
The major components of this correlator were furnished by Martin Marietta Corporation,
Strategic Systems, Denver, Colorado, with the exception of the input SLM, which was
furnished by UDRI as cost sharing on the Smart Filter Design contract.

Although the MS filter (currently) optimizes only with regard to a classical SNR
definition, which is not necessarily best for many practical correlation problems, its
excellent performance is believed to result from three key factors:

e It can handle any noise spectrum (not just white noise).

e It directly optimizes each filter element (rather than parametrizing to a dimension-
ality much less than the filter space-bandwidth product).

o It implicitiy generates TPAF modulation levels (rather than quantizing a continuous-
valued function).
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Figure 2.1: Diagram of 128x128 element MOSLM correlator system
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Section 3

Neural Networks for Synthesis or Adaptation of
TPAFs

This work is motivated by a long-term high-payoff vision: by synthesizing correlation
filters, a trained neural network could assume all or most filter storage and selection
functions for an adaptive optical correlator. This vision is reasonable on basic physical
grounds because, although the Fourier transform operations performed by an optical
correlator are appropriate for translation processing (e.g., for locating a target), it is
well known that without suitable coordinate transformations these operations cannot be
directly 2-plied to distortion processing (e.g., for determining target rotation or scale).
Thus it is logical to envision a system in which an optical correlator determines target
location and in which an associated executive processor determines target rotation, scale,
aspect angle, and other distortions and uses this distortion information to synthesize
updated or adapted correlation filters and to control correlator operation.

Supervised-learning neural networks are particularly appropriate for this executive
processor because they can learn complex tasks (such as target aspect angle determina-
tion) and, once trained, can perform their learned processing tasks in real time. The
result, particularly if hardware (and eventually optical hardware) instead of software-
simulated neural networks is used, could be a compact and efficient system that in
synthesiz’:.g correlation filters has, in effect, the equivalent of a large correlation filter
storage capacity with automatic interpolation and extrapolation (due to associative-
memory-accessible, fault tolerant, and parallel and distributed patterns of network in-
terconnection strengths). This neural network system could control the optical correlator
by synthesizing the filters used to determine target location so as to compensate or adapt
for evolving target distortions.

In the initial work performed on the Smart Filter Design effort and reported here,
TPAF formulation was viewed as two separate processes: binary-phase state formula-
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tion (with the primary objective of adapting to evolving target distortions) and binary
amplitude mask (BAM) formulation (with the primary objective of optimizing SNR for
changing input scene noise).

3.1 Work Addressing Adaptation of Binary Amplitude Masks

Our first foray into filter synthesis involved using a neural net to set the crude bandpass
characteristics of a BPOF (binary phase-only filter), which thus comprised a TPAF
(ternary phase-amplitude filter) by definition. This work is described in detail in a
paper presented in October 1989 [12] and included here as Appendix J. Four bandpass
rings spanning most of the Fourier plane were used, constituting a simple example of
the binary amplitude mask (BAM) component of a TPAF. The network inputs were
four power spectrum features obtained by applying the same bandpass rings to the
spectrum of the input scene. The outputs were four binary values which established
the on/off status of the respective BAM rings. Computer simulations were performed
using 64x64 element arrays with binary input scenes consisting of an airplane shape in
random noise backgrounds of varying energy levels. The results were promising: the
backpropagation-trained network was able to adaptively set the filter bandpass rings so
as to achieve signal-to-noise performance comparable to that of the best possible BAM-
ring combination (determined by exhaustive trials) as the input noise level was varied
from zero to a maximum level.

This initial effort verified in part an intuitive concept, which is that input scene power
spectrum information is a good basis for determining the binary amplitude states of a
correlation filter. It also demonstrated that a neural net can formulate near-optimum
(albeit elementary) BAM patterns for simple test cases.

3.2 Distortion Parameter Estimation

Neural network techniques were investigated for estimating target distortions (e.g., rota-
tion and/or scaling) based on the shape or sidelobe structure of BPOF /TPAF correlation
peaks.

The inputs to the backpropagation-trained neural network were taken from a 5x5
sampling grid centered on the target peak resulting from correlation with a known ref-
erence filter. The network output was an analog value representing an estimate of a
distortion parameter (e.g., rotation angle).

12




Initial simulations using 128x128 element arrays and binary targets with no back-
ground or noise (see Figure 1 of Appendix K) showed very good results, which were
reported in April 1990 [16]. A copy of this paper is included as Appendix K. BPOFs
with quarter-bandpass BAMs (amplitudes set to zero for frequencies outside a band-
pass equal to one quarter of the Nyquist bandwidth) were used in these simulations.
Figures 2-4 of Appendix K are plots of rotation angle estimation accuracies from these
simulations.

3.3 Binary-phase Filter Synthesis

Filter phase-portion synthesis was investigated using an approach based on the same
correlation-peak shape (or sidelobe) sampling technique used for distortion parameter
estimation (see above), except that the network output was a considerable number of
binary values which set the phase states of a BPOF.

The use of reduced-format filters is desirable to keep the number of neural net outputs
at a practical level in view of available computer simulation resources. Our first efforts
used polar formatted filters having 32 sectors, of which only 16 were independent since
the filter was trained as a cosine-BPOF. The results were promising {16] (see Figures 11
and 12 in Appendix K). However, performance of the synthesized filters was limited by
the small number of available free parameters. Filters were synthesized over a 45-degree
range and performed as well as the training set filters with no background noise or other
nontarget shapes in the input scene. Correlation performance degraded significantly for
even small amounts of background noise added to the input scenes.

13




Section 4

Conclusions and Recommendations

4.1 Smart Filter Design

The work performed on the Smart Filter Design effort and reported here constitutes the
successful development of the TPAF concept from a rudimentary idea to a full fledged
smart filter concept with experimentally demonstrated effectiveness in addressing re-
alistically complex automatic target recognition goals. The TPAF provides significant
advantages over the BPOF (and we strongly believe over any phase-only filter), par-
ticularly with regard to nontarget discrimination. The TPAF advantages are obtained
with little additional expense or complication. The TPAF can be implemented with an
available modulator at attractive frame rates, and it enables efficient electronic storage of
filter patterns. The Metric Sort TPAF implemented with available magneto-optic SLMs
comprises a technology base for near-term correlation systems to address automatic tar-
get recognition and other military pattern recognition problems.

Several recommendations can be made to extend and perfect the current state of the

art:

o The Metric Sort formulation should be modified to address other metrics, including
control of peak width and shape or sidelobes and rejection of specific nontarget
shapes.

e An improved global optimization technique (e.g., simulated thermal annealing)
should be investigated as a modification of the Metric Sort algorithm.

e In anticipation of the practical availability of phase-only electrically addressed
SLMs which could be used with cascaded binary amplitude modulators (or might

14




incorporate zero-state modulation directly), modifications of TPAF theory to in-
corporate (and presumably realize advantages from) continuous phase modulation
should be investigated. This filter type might be called the “continuous-phase
binary-amplitude filter” (CPBAF).

e The continued development of magneto-optic SLM technology is strongly recom-
mended. The issue of good zero-state performance (to support TPAF implemen-
tation) should be addressed.

e The development of other SLM types to support TPAF modulation or to pro-
vide efficient binary-amplitude modulation in tandem with a continuous phase-only
modulating SLM should be considered or continued as appropriate.

¢ In connection with the previous recommendation, the effects of using reduced spa-
tial resolution in the binary-amplitude mask of a TPAF (relative to the phase
portion) should be investigated. It seems possible that resolution of the BAM
can be lower than the BPOF while maintaining most of the advantages of ternary
modulation in some cases.

4.2 Neural Networks for Filter Synthesis

The work performed on this effort has demonstrated potential for neural networks to
formulate or adapt TPAFs in response to varying input scene noise and target distortions.
The reported work was limited to test images of little practical importance, but the
principles investigated should be applicable to more challenging cases that will require
primarily more extensive neural networks.

Recommendations center on extending the current work to address more realistic and
challenging inputs and filter geometries as follows:

e Filter patterns determined by larger numbers of free parameters should be inves-
tigated (e.g., 500). These may provide better correlation performance for realistic
scenes.

e Additional input signals for the neural network should be investigated, including
input-scene power-spectrum features obtained by a sampling pattern more complex
than the four bandpass rings used in the reported work. Alternative schemes for
sampling in the neighborhood of correlation peaks should be considered. Sampling
from the input scene itself or from characteristics such as the intensity histogram
should be considered.

15




e The correlation peak sampling technique used to provide neural net inputs for filter
phase-portion synthesis appears to be fundamentally limited by the requirement
to correlate with a predetermined reference filter (upon which the network was
trained) to generate the required correlation peak. This leads to a “bootstrapping”
problem: the new synthesized filter is not (in any practical sense) predetermined
and thus cannot be used to train a network. Thus the filter synthesis process
breaks down after one cycle of correlate-sample-synthesize, i.e., the system cannot
follow the target through significant distortions (those sufficient to preclude good
signal-to-noise performance of the original reference filter). Methods to circumvent
this limitation should be explored.
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abstract

Real-tsme analog coherent optical processors generating correlation functions by-
Fourser techniques have recently demonstrated smpressive performance and near term
system potential. Correlation 1s one example of linear shift-invariant filtering which
can be performed in two dimensions by such systems. Fourier domain filters are im-
plemented by spatial light modulators, and particularly good results have been obtained
with devices which can implement filter functions with complez values limited to a few
discrete phase or amplitude levels. More general real-time filtering operations on sig-
nals and patterns can be performed on an adaptive basis using hybrid (optical/digital)
systems, presumably limsted by the generality of filters realizable with optical hardware
and the accuracy of the analog coherent optical system. An advanced discrete level filter
formulation, derived for correlation purposes, will be reviewed and related to classical
optimal filter formulations.

Introduction

Optics was first considered as a computational medium in the 1950’s when O'Neill
applied linear communications theory to optical prapagation [O’'Neill, 1956]. Under
certain assumptions optics can be viewed as a linear filter, implemented in two dimen-
sions. The advent of the laser provided a bright source of coherent light and gave direct
physical access to an object’s Fourier transform. The holographic filter allowed com-
plex filtering operations to be performed. More general filters could be implemented
through computer-generated holograms. Through the early 1970’s many variations
and improvements on the holographic matched filter were proposed and implemented,
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though few ever saw practical application.

During this period, interest in matched filtering, and optical processing in gen-
eral. diminished. Such processing ideas were considered interesting but impractical.
Electronic computing, on the other hand, continued to make great advances, and was
widely embraced for most applications. Flexible nonlinear algorithms and predictable
accuracy were fundamental advantages attributed to digital processors. whereas optics
was perceived as both inflexible and limited in accuracy by virtue of its analog nature.

In the late 1970’s, digital optical computing concepts, in which nonlinear operations
were performed on binary data, emerged and received considerable attention. The term
“optical computing” was accepted, at least by some, to mean numerical operations on
data in discrete representations, as opposed to (analog) optical processing.

The key potential advantage of optical computing is the inherent parallelism of
optics, which should lead to massive interconnection capabilities. Promising digital
optical computing research efforts are underway, but it is apparent that major success
in this area awaits long term developments in severai areas, including devices and
components for switching and interconnection, and algorithms and control structures
suitable for the massively parallel architectures involved. Neural net concepts, a topic of
much current interest, may provide an answer to the control and algorithm issue; optics
is seen as a likely candidate for implementing the massive interconnections associated
with neural nets.

Recent developments have moved the focus of optical computing back towards
analog processors. Key device technology improvements have enabled smaller real-time
systems. While the resolution of spatial light modulators (SLM) is still not great, new
concepts of matched filtering have allowed much better use of the available capacity
in filters which encode only two or three discrete levels of phase and/or amplitude
modulation.

Coherent optical correlation is one instance of analog Fourier optical processing,in
which the Fourier transform of a desired impulse response function is implemented as
complex (amplitude and phase) modulation patterns in the Fourier plane (filter plane)
of the optical system [Goodman, 1968|. The processor performs general linear shift-
invariant convolution in two spatial dimensions, with light amplitude as the analog
variable. For correlation the filter function is required to be the complex conjugate of
the transform of the desired reference function. The general applicability of this type of
optical computing for signal and image processing has been limited by two factors: (1)
unavailability of suitable real-time hardware, most notably spatial light modulators,
and (2) relatively low accuracy of results, typical of analog processing. In the case
of correlation processing, a further limitation has been the inherent shape distortion
sensitivity of the correlation process, which may be viewed as a form of algorithmic
inflexibility, another negative characteristic frequently attributed to optical processing
architectures. This problem may be attacked by faster hardware, and thus is connected
with the real-time hardware issue to some extent.

Interest in optical processing, and research and development of related techniques
and devices, have continued based on the obvious high performance potential which
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can result if the right real-time hardware is applied to an appropriate problem using
a well chosen system architecture;algorithm design. The resulting hybrid system.
capitalizing on the inherent Fourier transforming power of the optics, would perform
at rates., and with power and size metrics, which are superior by orders of magnitude
to all-electronic processors.

The hybrid adaptive optical correlator is a leading candidate to achieve an impres-
sive existence proof for useful optical processors as described in the previous paragraph.
Research and device development over the past several years, primarily the combination
of magneto-optic spatial light modulators [Ross et al., 1982) and the binary phase-only
filter (BPOF) concept {Horner and Leger, 1985; Horner and Bartelt, 1985}, have led to
the laboratory demonstration of real-time correlators [Flannery et al., 1986; Keller et
al., 1986| which prove the feasibility of hybrid correlation concepts. Systems which can
be constructed in the near term based on these concepts will be capable of performing
correlations of 256-by-256 element patterns at rates up to 1000 correlations per second.
Each correlation can involve a different input and referencc pattern, the latter being
stored in digital memory. Such storage is practical and efficient due to the reduced
information content of BPOF filters; 1000 such filters will fit in four MB (megabytes)
of memory, a rather modest amount with today’s digital technology. Rapid access of
BPOF patterns is possible because they are stored in the binary form directly useable
by the filter SLM; no D/A or other type of conversion is required. .

A most notable aspect of the correlation work described is the use of a Fourier do-
main filter which implements only two possible modulation states: +1 and -1 ( or equiv-
alently zero and 180 degrees of phase shift) at each resolvable frequency bin. General
filters, including correlation filters, call for continuous independently controlled ampli-
tude and phase modulation, and it was extremely surprising that worthwhile results
could be obtained with a two-level phase-only filter function. Only the unavailability of
SLMs capable of general complex modulation, combined with the ready availability of
relatively well developed binary magneto-optic SLMs can explain the fact that BPOF
filters were even considered. Modulators implementing general complex modulation
are still unavailable and will be difficult to realize in a single device. Carrier frequency
(holographic) encoding currently is the only practical method to implement general
complex amplitude modulation, and this technique is wasteful of what little resolution
is available in existing SLMs (A factor of five is typical). The input plane device re-
quirement is not restricted by the need for compiex modulation since input patterns
in most applications are real functions.

The magneto-optic SLMs can implement either binary phase or binary amplitude
(on-off) modulation, and are reported capable of ternary modulation with states 1, 0,
and -1, equivalent to a cascade of binary amplitude and phase devices. Based on the
relatively advanced state of development and commercial availability of these devices,
plus the recent successes of BPOF correlation, we are inspired to consider further
the application of discrete level filters both for correlation and for general filtering
operations. SLMs based on ferro-electric liquid crystals also show development promise
and would operate as binary phase or amplitude modulators, with potential for ternary
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operation (Clark, 1986; Armitage et al., 1987].

A natural concern is the performance characteristics possible with discrete level fil-
ters, since they usually embody only a small fraction of the information content of the
full transfer function. This issue has been addressed both theoretically and experimen-
tally for the BPOF used for correlation |Psaltis et al., 1984; Keller et al., 1986! . with
generally favorable results. We note impressive simulated results obtained by Kallman
11986) with BPOF and ternary filters synthesized for distortion invariant correlation
performance, using mini-max optimization techniques. In this paper we summarize
correlation results obtained with a new ternary filter formulation, and discuss that
filter’s relationship to classical optimized filters. This discussion sets the stage for
consideration of discrete level filters for more general linear filtering applications.

The Ternary Phase-Amplitude Filter

BPOF filter values are normally assigned by thresholding the reference function (or
impulse response) Fourier transform based on a line through the origin in the complex
polar plane. One common choice for the angle of this line, for example, corresponds to
thresholding on the real part of the transform.

Fourier filters which implement complex modulation states of -1,0, and 1 are labeled
ternary phase-amplitude filters (TPAF). We were mntivated to consider this extension’
from the BPOF concept as a potential impro.ement for correlation use based on a
simple ad hoc concept. The BPOF =s does any phase-only filter, passes all energy from
the input pattern (or signal). This can have advantages, the most notable of which
is increased correlation efficie1cy, i.e. more energy in the correlation peak. However,
consider the case in which we wish to construct a “smart” correlation filter; one which
will preferentially respond to a desired input pattern (the target) while discriminating
against undesired patterns (nontargets including noise).

A simple intuitive concept for improving a BPOF filter is to block (assign a filter
value of zero to) those (spatial) frequencies in the filter for which the ratio of target
Fourier transform energy to nontarget energy is less than a threshold. The rationale
for this is fairly obvious. The spectral areas being blocked are those which tend to
pass primarily nontarget energy through to the output (correlation) domain, and thus
cannot be contributing favorably to correlation with the desired target. This ad hoc
concept is the basis for a smart ternary filter which we label the transform-ratio TPAF.

Figure 1 shows 64-by-64 pixel binary target and nontarget input patterns used in a
digital correlation simulation study to assess the promise of the new filter formulation.
Random background noise in varying amounts was also added to the input patterns.
This noise comprises an additional nontarget pattern, which in this case possessed a
flat spatial frequency spectrum. Thus the filter formulation process used two thresh-
olds: one for target-to-nontarget ratio and one for noise blocking. If the target energy
in a frequency bin exceeded both thresholds, the corresponding filter element was set
to the usual BPOF value; otherwise it was set to zero. The ability of these filters




(a)

(b)

Figure 1. Target (a) and Nontarget (b) for Transform Ratio Ternary Smart Fiiter
Study.

to reject noise (S/N) and to discriminate between the desired target and nontarget
(S/C or signal-to-clutter) was studied over parametric variations of the two filter de-
sign thresholds and amount of input noise. The results are summarized in Figure 2.
All filters were formulated using a basic target/nontarget transform magnitude-ratio
threshold of 1.1:1, which was known to provide good discrimination performance with
zero noise, but was not parametrically optimized.

The trends of Figure 2 are readily apparent. Absolute values are of little significance
since they are subject to many arbitrary factors such as resolution and choice of tar-
get and nontarget shapes. With little or no noise, filters which use no noise blocking
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threshold provide good signal-to-noise and discrimination performance. With more
noise in the input, the filters with noise blocking thresholds provide better overall per-
formance. Not shown, but an important reference for comparison, is the performance
using the simple BPOF formulation based on the target transform. This provided 11.5
dB S/N and 2.57 dB S/C with zero input noise. These values degraded to 1.95 dB
and 1.14 dB respectively with 0.4 fractional area noise input. The TPAF formulations
with appropriately chosen thresholds are superior in terms of combined noise rejection
and nontaiget discrimination for any input noise level, and a particular TPAF can be
chosen to provide overall superiority over the BPOF over a range of input noise levels.
Thus the validity of the transform ratio TPAF concept is supported by these initial
simulations. We plan to continue our study of these filters and to implement them
experimentally.

Relationship of Discrete-Valued Filters to Classi-
cal Optimal Filters

Two classical optimal filters, the Wiener filter and the matched filter, will be com-
pared with the ad hoc BPOF and TPAF filters used in correlation as discussed.

The Wiener filter is designed to provide an optimum (minimum mean square error)
estimate of an input signal with additive input noise. It attempts to recover the signal-
from the noise. The desired signal and the input noise are assumed to be uncorrelated,
and only statistical knowledge of the desired signal is assumed available, i.e., the power
spectrum or autocorrelation function. The Wiener filter is defined by:

_ Psignal
H(S) - anu + P.ngnal

]

where s is the frequency variable, P is a power spectrum and H(s) is the filter transfer
function. Other assumptions, including ergodicity and that the signal and/or noise
have zero mean are implicit in the derivation of this filter function. Wiener transfer
functions are real and vary in amplitude from 0 to 1. The filter imposes no phase
shifts on any frequency components but simply preferentially weights those areas of
the spectrum in which the power spectrum signal-to-noise ratio is higher.

The matched filter is designed to provide optimum detection of an input signal of
known form in the presence of uncorrelated additive input noise. The filter produces
an output peak with the highest possible ratio to the mean square noise level in the
output. It is not designed to recover an estimate of the input signal pattern (waveform
or shape), as is the Wiener filter. The form of the matched filter is:

e-chatu S (8)
Pno"u ’

where C is an arbitrary complex constant, ¢, is an arbitrary time delay (or shift distance
if the filter acts in the space domain), and S(s) is the Fourier transform of the desired

H(s)=C
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signal. The matched filter can have arbitrary complex gain and an arbitrary time
delay or position shift of its impulse response. It imposes phase shifts which are the
negatives of those of the desired signal transform. If the noise is white. and the delay
and gain constants are taken as unity, the matched filter becomes a constant times the
conjugate transform of the desired signal, and thus the filter is performing correlation.
Hence optical correlation is often called optical matched filtering.

Although the BPOF and TPAF filter formulations discussed above were synthesized
on an ad hoc basis for correlation purposes, and neither is an exact form of a classical
optimum filter, it is interesting and instructive to explore their relationship to those
filters.

The BPOF filter has unity magnitude, since it is defined as a phase-only filter. It has
two discrete phase values which are most commonly obtained by simply thresholding
on the phase of the transform of the desired input signal. Thus it encodes desired signal
phase quantized to two levels. Clearly it is more akin to the matched filter since that
filt=r incorporates desired signal phase, while the Wiener filter has no phase variation at
all. This is not a surprising observation, since the BPOF resulted from an initial goal of
correlation, and matched filtering has a close relationship to correlation, as discussed.
The BPOF incorporates no magnitude variation, which is a major departure from the
classical matched filter formula.

The TPAF filter encompasses the two phase levels of the BPOF and adds a zero
level, i.e., it has binary magnitude as well as binary phase values. The TPAF filter is’
also more akin to the matched filter due to the phase modulation, which simply isn't
present in the Wiener filter. The TPAF with its additional degree of freedom {magni-
tude variation) should enable a better approximation to the true matched filter, which
has a definite magnitude variation determined by the ratio of desired signal transform
to noise power spectrum. Although derived from ad hoc concepts, the transform ratio
TPAF formulation involves a thresholding to determine binary filter magnitude based
on the ratio of signal (target) and noise (nontarget) transform magnitudes, and thus
would seem to be closely related to the classical matched filter formulation. In addition
to the effects of the severe quantization, which are expected to be major, the TPAF
filter formulation involves two basic departures from thc classical matched filter.

¢ The matched filter is based on uncorrelated signal and noise. This assumption is
violated when the transform ratio technique is applied to highly correlated target
and nontarget images such as the boat with and without turret.

e The magnitude of the matched filter is the ratio of the transform magnitude
of the desired signal to the noise power spectrum. In the TPAF formulation
reported here, thresholding was performed on the ratio of transform magnitudes,
which is functionally different. Thus determining the binary TPAF magnitude
by thresholding on the quantity ) :

Pa
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would correspond more closely to binary quantization of the matched filter mag-
nitude. For the case of white noise as the only nontarget the two ratios give the
same results, since the noise power spectrum is then constant.

An additional distinguishing factor is that for binary quantization of phase and
magnitude. the design of a TPAF filter involves two adjustable quantization threshold
parameters which do not enter into the formulation of the classical matched fiiter.
This is probably fortunate; one can hope that the severe information loss incurred by
binary quantization can be compensated to some extent by optimal choice of these two
thresholds.

Regardless of whether it is justifiable to view the TPAF as a quantized matched
filter, the promising simulation results speak for themselves. Perhaps the proper view-
point is simply that the transform ratio TPAF is an ad hoc filter formulation which can
improve signal-to-noise and discrimination performance over that of the simpie BPOF.

We have seen that the discrete filter designs used for coherent optical correlation are
(this is not surprising) most closely akin to the classical matched filter. However, a bi-
nary filter which is more closely related to the Wiener filter can easily be envisioned and
implemented with the same magneto-optic SLMs already used to implement BPOFs,
operating in binary amplitude modulation mode. A binary quantized version of the
Wiener filter could be implemented with the filter values determined by thresholding
on the classical Wiener filter function as determined by estimates of desired signal and
noise (nonsignal) power spectra.

Real time adaptive hybrid filtering architectures

Real-time quantized BPOF or TPAF versions of optimal filters can form the basis
for powerful hybrid adaptive signal or image processor systems. The generic system
concept is illustrated in Figure 3. The figure was prepared with the correlation context
in mind, but can be converted to a more general linear filtering context by substituting
“rapid sequential convolver” for “rapid sequential correlator”.

In the correlation context, the hybrid adaptive system is envisioned attacking the
distortion variance nemesis by adaptively selecting from a bank of precomputed smart
filter patterns, based on feedback from the correlation output. However, the system
can be made more adaptive by incorporating on-line filter synthesis based on short-
term estimates of signal and/or noise statistics. As an example, the power spectrum of
input patterns is readily available in a coherent optical processor by simply detecting

‘the optical Fourier transform pattern, which is already being generated by the first

section of the processor.

Suitable means of gating or selecting input patterns, depending on the particular
application, would enable short term averages of P,,,no and/or P,,,, to be determined
and used in filter computations. Where appropriate, the power spectra or transform
amplitudes of desired signals or classes of signals and noise would be predetermined
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Figure 3. Hybrid Adaptive Filtering System Concept.

and stored digitally by the system. Unpredictable or nonstationary signals and/or
noise could be handled using the real-time adaptive techniques outlined. The choice of
filter type (pseudo-Wiener or pseudo-matched filter) would depend on the system goal
(estimation or detection) and the amount of a priori knowledge of the desired signal.
A particularly fortunate match of system capability and problem occurs for the
case of short term averaging of power spectra. Averaging over multiple spectra can
be accomplished by rapidly sequencing input sample frames while allowing the opti-
cally derived power spectrum to time-integrate on a detector surface. The required
noncoherent summation is intrinsic to the square law (intensity) response of the pho-
todetection process. A similar process, using movie film as the input, is used in stellar
speckle interferometry [Labegrie, 1970|. Current technology trends indicate that the
magneto-optic SULMs may be able to achieve frame rates from 3 to 10 times that of
typical detector arrays, which meshes quite nicely with the time integration technique.
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A means to synthesize discrete value filters having specified impulse responses is of
obvious value. Some initial forays in that direction have met with success [Flannery et
al., 1987|.

Conclusion

We have reviewed the recent advances in optical processing, demonstrated in the
context of correlation, which will support practical real-time hybrid adaptive linear
signal and image processing systems. The price of practicality, at least in the near
term, is the requirement to use filters quantized to binary phase and magnitude levels.
Such filters have shown surprisingly good performance for the correlation function, and
should have potential for more general convolution processing applications. To view
such filters as quantized versions of classical optimal filters is intuitive but not rigorous.
Thke potential for adaptive filtering of images and signals seems great, provided the
inherent limitations of discrete level filters and the reduced accuracy of analog optical
processing can be dealt with in a particular application.
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APPENDIX B

Transform-ratio ternary phase-amplitude filter
formulation for improved correlation

discrimination

David L. Flannery, John S. Loomis, and Mary E. Milkovich

A method of formulating ternary-valued 1 ~1.0.1) correlation filters based on the ratio of spectrai enerzies .1t
target and nontarget patterns 1s proposed. and performance of such filters is :nvesuigated bv computer
simulations of correlation The results confirm the intuitive expectation that such tilters can enhance sizna;

to-clutter and discrimination performance for target recognition in the presence of iarge amounts ot input
noise. These filters mayv be viewed as an extension of binary phase-only filters and similarly are motivatea oy
the prospect of near-term real-time implementation.

(. Introduction

Binary phase-only filters (BPOFs) are well known,!2
and their implementation using magnetooptic spatial
light modulators (SLMs)3 has been accomplished with
good agreement demonstrated between experiment
and theory.*" BPOFs encode modulation values of
-1 and +1 usually based on thresholding in the com-
plex plane of a reference pattern transform. Advan.
tages of BPOF correlation include narrow correlation
peaks (corresponding to intrinsic edge enhancement of
the filter impulise response), high light efficiency (typi-
cally 50 times more light in a correlation peak than for
the corresponding ideal matched filter), availability of
a relatively well-developed SLM for impiementation,
and a greatly reduced information content compared
with the matched filter (which allows many more fil-
ters to be stored on-line in a system).

Practical use of real-time correlation demands filter
designs which maximize the ratio of (properly located)
target-class response to all nontarget class responses.
This, the smart filter design issye, is application de-
pendent, and thus a single technique may not be best
in all cases. Usually other performance issues con-
strain the design, such as the desire to maintain narrow
correlation peaks and high optical throughput. Smart

David L. Flannery and John S. Loomis are with University of
Dayton Research Institute, Applied Physics Division, Dayton, Ohio
45469-0001; Mary E. Milkovich was with University of Dayton Res.
Institute when work was performed and is now with Eastman Kodak
Company. Rochester, New York 14650.
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filter formulations for both matched filter and BPOF
encoding have been reported®'® and have demonstrat-
ed promising correlation performance in simulations.
However, BPOF filters, irrespective of formulation,
have the intrinsic property of passing all the light trom
the input scene to the correlation plane. This leads o0
desirable characteristics such as narrow correlation
peaks and high efficiency, but it comprises a funda-
mental limitation on performance in the area of reject-
ing nontarget inputs. It would seem that the best a
BPOF can do to minimize output (correlation) plane
clutter resulting from a nontarget input pattern is to
distribute uniformly the associated energy over the
output plane, thus minimizing the expected value at a
given position. This concept was used to define the
minimum average correlation energy (MACE) filter. 3
although the formulation addressed only continuous-
valued filters.

The above rationale motivates the incorporation of
amplitude modulation in the correlation filter. The
matched filter of course has this, but we desire a tiiter
encoding scheme supported by available SLM technol-
ogy without the need for holographic carriers and their
attendant space-bandwidth demands. The following
sections propose such an encodng scheme, the ternary
phase-amplitude filter (TPAF) and a transform-ratio
formulation for designing noise immunity and dis-
crimination into TPAFs. Simulation resuits demon-
strating the performance of the resulting filter designs
are presented.

0. Temary Phase-Ampiltude Filter and Transtorm-Ratio
Formulation

The TPAF encoding represents the simplest poss:-
ble step beyond BPOF encoding: a zero-modulativn
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state is added. Thus the filter encodes the modula-
tions —1,0,and 1. This may be conceived as a product
of a binary-phase modulation pattern and a binary-
amplitude modulation pattern. which could be imple-
mented by cascading known binary SLMs including
magnetooptic’ and terroelectric liquid crystal!” de-
vices. The magnetooptic SLMs" are reported to have
a third modulation state, which, with proper optical
configuration, could furnish zero-modulation, thus im-
plementing the TPAF in a single device. These de-
vices have demonstrated the potential for real-time
electrical addressing at attractive rates,’!” thus en-
abling adaptive correlation system concepts in which
thousands of reference patterns are efficiently stored
on-line as simple binary patterns in random access
digital memory.

The rationale for the TPAF starts with that alreadyv
given. The zero-modulation allows spatial spectral
components carrying mainly nontarget energy to be
blocked, thus preventing that energy from reaching
the correlation plane, where it couid only have detri-
menta! effects on correlation performance. The
transform-ratio formulation bases the choice of spatial
frequency elements to be blocked (assigned zero-mod-
ulation) on the ratio of spectral energies (power spec-
tral densities) of the target and nontarget patterns at
eachspatial frequency. Inthemost general case,these
spectra are defined statistically, i.e., the Fourier trans.
forms of autocorrelation functions for the target and
nontarget ensembles. The aoriication to background
noise models having kp~ ower spectral densities is
obvious. For inputs and :ontargets not described by
statistical models. .p- .ra obtained by averaging over
statistically representative target and nontarget train-
ing sets would ve used.

A simple type of transform-ratio TPAF (TR-
TPAF). which we have investigated and report here,
starts with a cosine-BPOF!'® binary-phase pattern
computed for a reference pattern and sets selected
filter frequency elements to zero-modulation based on
che transform-ratio concept discussed. We note that
ternary phase-amplitude filters have been report-
ed,!%19 but in those cases zero-modulation was either
incorporated in the form of a simple low spatial fre.
quency cutoff!? or as a result of two-level quantization
of a continuous complex-valued filter of the correla-
tion SDF type.!* Both formulations are quite distinct
from the transform-ratio appfoach reported here.

. Transtorm-Ratio TPAF Correlation Simulations

To investigate the TR-TPAF filter, correlations
were simulated using discrete Fourier transforms on a
64 X 64 sample format. The binary target and non-
target inputs used are shown in Fig. 1. The target class
consisted of a single case, the gunboat of Fig. 1(a),
while nontarget classes included a single case of the
gunless boat of Fig. 1(b) and random binary back-
ground noise. We note that the use of binary input
and reference patterns is an arbitrary choice for these
simulations, not implied by the TR-TPAF formula-
tion.

4080 APPLIED OPTICS / Vol. 27, No. 19 / 1 October 1968
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Fig. 1. Binary target and nontargets used in correlation nimula-
tions: (a) target gunboat: (b) gunless boat; (c) target superimposed
on background noise of level 0.4.

Background noise was added per the following reci-
pe: A spatially random distribution of samples out-
side the boats was set to amplitude one. The noise
level was defined as the probability of a background
element being turned on and thus approximately rep-
resents the fractional area coverage of the noise. We
believe this technique closely matches a binary image
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which would result from thresholding an image inciud-
\ng an object superimposed on uniformly distributed
.andom background clutter. The noise model was
cested by observing the discrete Fourier transforms of
qoise samples. which exhibited tlat «white) spectra
‘gqualitativeiy judged) except for a large dc value. The
'arter is expected because the noise is not zero-mean.
Figure lic) is an example of the target boat superim-
posed on noise of level 0.4.

The design goal of the TR-TPAF in these simula-
rions was to maximize simultaneously correlation dis-
crimination and signal-to-clutter (S/C) performance
in the presence of large amounts of input noise. Dis-
crimination is defined as the ratio of the energies (sim-
ulated intensities, i.e., magnitude-squared) of the
properly located (gunboat) target correlation peak
sample to the highest value associated with the gunless
hoat cross-correlation pattern, all other conditions be-
ing identical. We note that correlations were not per-

formed with both boats simultaneously present in the -

input scene. Rather separate correlations were per-
formed -with each boat superimposed on the same noise
background. and the resulting peak values were used to
form this ratio.

Signal-to-clutter (S/C) is defined as the ratio of the
properly located target correlation peak to the highest
peak elsewhere in the correlation plane regardless of
whether it was associated with input noise or was a
secondary peak associated with the target correlation
pattern. This strict definition is adopted with simple
threshold processing of correlation plane patterns in
mind. A secondary peak. or shoulder, of a correlation
pattern hampers such processing just as much as do
true clutter responses.

The use of single-sample values in the definitions of
35/C and discrimination is consistent with the envi-
sioned simple threshold correlation pattern processing
and is made practical by the narrow correlation peaks
characteristic of BPOF and TPAF correlation, as ob-
served in our simulations. We note that in none of the
cases reported was a 3/C value limited by a secondaryv
peak of the correlation pattern.

The qualifier “properly located” is included in our
definitions in keeping with the assumed requirement
to use the correlation peak location determined by
simple thresholding as an estiffiate of target location,
which would be hampered if the peak location were not
correctly registered with the input target reference
centering point used in computing the filter. [n all
cases reported here, the correlation peak was properly
located.

The TR-TPAFs were made by starting with the
cosine-BPOF computed for the gunboat pattern, Fig.
1(a), and setting elements to zero if the gunboat trans-
form energy at that element did not exceed each of two
threshold values, one for each of the nontarget classes.
The discrimination threshold was defined as a trans-
form-ratio factor times the spectral energy of the gun-
less boat at the frequency element under consider-
ation. The noise-blocking threshoid was defined as a
constant value expressed as a fraction of peak Fourier

ransform spectral energy 1the dc value in this case. -

the gunboat target pattern. The use of a uniform
threshold is based on the tlat spectrum of the hack

ground noise used. Anadditional ad hoc modification
was incorporated in all the filters reported here. The
dc element of the filter was always set to zero-modula-
tion to block the huge dc component of the background
noise used. This is consistent with the transtorm-
ratio concept. Simulations run without this modifica-
tion invariably yielded inferior resuits.

The transform-ratio factor and the noise-blocking
threshold comprise two adjustable design parameters
of the TR-TPAF for this case. and in general pertfor-
mance must be explored over the design space rhus
defined.~ Qur investigations did not span the entire
design space but covered a region of interest. The
dependence of discrimination on the transtorm-rat:
factor was explored initially with zero backgrouna
noise in the inputs and zero noise-blocking threshoid
in the filters. A transform ratio of 1.21 was found
give good. although not necessarily the best. discrimi-
nation. This value was adopted for all the simulations
reported here. We note that the simple cosine-BPOF
filter for the gunboat provided 2.6-dB discrimination
with zero input noise, whereas the TR-TPAF just dis-
cussed vielded 5.7 dB, again all with zero noise in the
input scenes.

A series of simulations were performed with varving
amounts of input noise and parametric variations f
the TR-TPAF noise-blocking threshold. The resuits
are plotted in Fig. 2. Only one background noise sam-
ple was used for each data point plotted: thus the
values do not represent proper averages over the noise
ensemble. However, the trends are readily apparent.
The TR-TPAFs with appropriately set noise-blocking
thresholds sustain beiter discrimination and S. C per-
formance withhigher levels of input noise. As a point
of reference, the simple cosine-BPOF yields discrim:-
nation of 1.14 dB and S/C of 1.95 dB with an input
noise level of 0.4. The absolute values are not 00
important, since they are subject to many arbitrary
factors, such as resolution and choice of target and
nontarget shapes.

The cases plotted correspond to blocking from 403
to 89.1% of the filter elements. In the latter case.
corresponding to a filter noise-blocking threshoid or
0.04, the energy in the peak correlation sample using
the TR-TPAF was 8.4 dB below that using the cosine-
BPOF. Thus a major portion of the efficiency advan-
tage of BPOFs relative to matched filters (typically 17
dB) has been sacrificed to improve S/C and discrimi-
nation performance.

Broadening of correlation peaks was observed for
TR-TPAF correlations relative to the essentiallv sin-
gle-sample peaks exhibited by BPOF correlations.
No attempt was made to quantify the broadening. but
subjective assessment of several of the worst cases
indicates at most a 2:1 broadening. Although signifi-
cant, this is expected to have minimal impact on most
applications.

None of the TR-TPAFs used in Fig. 2 could provide
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Fig. 2. Plots of signal-to-clutter (a) and discrimination (b) performance of TR-TPAF correlations.

successful target location when the input noise level
was increased to 0.6, or could the simple cosine-BPOF.
TR-TPAFs made with a transform-ratio factor of 0
(i.e., giving up discrimination against the gunless boat)
were able to provide positive S/C ratios, thus affording
target location.

An important issue for any coherent optical process-
ing system is the effect of nonideal optical components
on performance. Phase distortions in the Fourier
plane (e.g., associated with ap SLM) are of particular
interest. To investigate this, we introduced spatially
random phase errors uniformly distributed over £45°
at the Fourier plane for a simulation involving a filter
noise-blocking threshold of 0.04 and an input noise
level of 0.4. The simulation was repeated for seven
different random phase sample sequences from the
computer random number generator. The S/C ratio
ranged from 2.05 dB less to0 0.28 dB greater than that of
the corresponding case with zero phase error and aver-
aged 1.81 dB less. Correlation efficiency (i.e., peak
energy) was reduced from 0.13 to 2.32 dB with an
average reduction of 1.32 dB. The degradation of
correlation performance is to be expected. The large
variation over noise samples does not seem surprising.
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We postulate that the phase noise alters correlation to
different degrees depending on alignment of a particu-
lar noise sample with the filter function. actually in-
creasing correlation efficiency in one case as stated.
This is possible since the encoded binary phase filter
values are nonoptimum compromise values.

V. - Conclusion

The TPAF fiiter formulated using the transform-
ratio concept has shown improved discrimination and
noise immunity in simulations of coherent optical cor-
relation. Near-term real-time implementation should
be relatively easy due to the simple modulation levels
required (=1,0,+1) and is desirable to verify the simu-
lation results. Some reduction of correlation light
efficiency and broadening of correlation peaks, rela-
tive to BPOF correlation, was observed and is beiieved
an inescapable price in trade for improvements in oth-
er performance parameters. The TR-TPAF still pro-
vides better light efficiency and narrower peaks than
does classical matched filtering.

The effect of substantial (quarter wavelength peak-
to-peak) phase distortion in the filter plane was inves-
tigated for one case and resulted in significant degra-




jation of average corre!ationiperformance as e‘xpec:ed,
\Jthough not addressed in these simulations, the

- TPAF should apply to the design of smart filters
naving the goal of dlstortlon-myariant performance.
This most important aspect of TPAF filter desigr
<hould be addressed in the near future.

This work was supported in part by Air Force Rome
Air Development Center contract F19628-87-C-0073.
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APPENDIX C

Design elements of binary phase-only correlation filters

David L. Flannery, John S. Loomis, and Mary E. Milkovich

The basic design elements of binary phase-only filters iBPOF's) include the angle of a threshoiding ine .n :he
compilex piane and the offset from a center reference point of the pattern transformed in constructing "ne
filter. These factors are analyzed. and a general formalism for the threshold-line angle variation is presented
and re.ated to the special cases of cosine-, sine-. and Hartley-BPOF's and to the general charactenistics of the
BPOF impulse response. The effects of these elements )n correlation performance are investigated using
computer simulations with realistic target and clutter patterns. The results indicate significant. but not
major, variations of correlation performance for the cases studied.

. Introduction

The binary phase-only filter (BPOF) formulation!?
has shown promise as a Fourier plane fiiter for coher-
ent optical correlation in both computer simulations®
and experimental demonstrations.*5 The BPOF is a
particular class of phase-only filter (POF),%7 in which
only the two-phase modulation values, zero and = rad
(or equivalently the modulation values —1 and 1), are
encoded. Originally the choice of encoded value at
each resolvable point in the filter plane was based on
thresholding on the real! or imaginary? value of the
computed (discrete) Fourier transform of the desired
reference pattern. These are designated cosine- or
sine-BPOFs, respectively,’ as they can be derived from
cosine or sine transforms. Due to fundamental sym-
metry properties of the Fourier transform, these
BPOF's encode information derived from only the even
or odd components of a real reference pattern, the
usual case.

Horner and Leger? showed that the sine-BPOF im-
pulse response approximately comprised a superposi-
tion of two edge-enhanced replicas of the original ref-
erence shape. one aligned as in the reference scene and
one rotated 180°. The same behavior is observed for
cosine-BPOFs. The edge enhincement is an expected
characteristic of any phase-only filter. Correlation
with the 180° rotated component amounts to convolu-
tion and fortunately results in little degradation of *he
desired correlation peak in many cases of interest.

When this work was doae all authors were with University of
Dayton Research Institute, Applied Physics Division, Dayton, Ohio
45469; M. E. Milkovich is now with Eastman Kodak Co., Rochester,
New York 14600.
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Cottrell et al.? investigated the effects of the rotated
component for the sine-, cosine-, and Hartley-BPOFs
and found that the Hartley-BPOF was superior for
correlation in the cases they studied.

For even or odd functions, the phase of the trans-
form has only two possible values which differ by .
Thus it may easily be verified that the cosine- or sine-
BPOF encodes the exact phase (within an additive
physically meaningless constant) for those two cases.
respectively, and thus comprises a true POF for those
special cases. An even function can by synthesized bv
adding two replicas of an arbitrary function. one of
which is rotated 180°. These coincide with the unro-
tated and rotated components of the BPOF impulse
response.

In this paper we provide a unifying formalism in
which the cosime-, sine-, and Hartley transforms are
particular points on a continuum of the angle of a
complex-plane thresholding line used to generate the
BPOF from the reference transform, and we analyvze
the relationship of Fourier, input plane, and impulse
response variations associated with variations of this
angle. We note that variations of the thresholding-
line angle have aiready been used to optimize BPOFs
by Kallman.? To provide a practical assessment of the
effects of this design parameter we have performed
correlation simulations using realistic imagery on a 256
X 256 sample format. These results are presented and
interpreted.

5. BPOF Basic Design Elements

We consider the effects of two design parameters:
reference pattern centering and thresholding-line an-
gle (TLA).

A. Centering Effects
Centering refers to offset of the reference pattern
reiative to the central axis of the input plane. The
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Fig. 1. Conventions defining thresholding line angle in complex

plane.

impuise response of the resulting (computed) BPOF
exhibits two 180° rotated replicas, and the relative
positioning of these is given by the centering offset
chosen.? We refer to the rotated components as the
correlation (presumably desired) and convolution
(presumably undesired) components. The relative
positions of these components determine how the cor-
relation and convolution responses overlap. This
overlap can enhance or degrade important perfor-
mance parameters such as correlation peak value and
the ratio of correlation peak to other correlation plane
values (called clutter responses), as has been pointed
out.? The effects are strongly dependent on the na-
ture of the particular reference and input patterns
involved. Thus the best design procedure is probably
to try to anticipate these effects based on an intuitive
understanding, as just outlined, and to choose the in-
put pattern offset accordingly. Several design itera-
tions using a computer model to simulate correlation
performance with varying offsets would be appropri-
ate. Correlation peak location is shifted in accordance
with the filter shift design parameter, and this offset
must be treated in interpreting the correlation result
for location estimation.? The required correction is a
known translation, but the situation becomes compli-
cated if the designer wishes to use the convolution
response to recognize 180° rotations of the target pat-
tern, since the shift correction is opposite for that
response, and there would appear to be no way to
ascertain which version of the target pattern led to an
observed correlation-plane peak.

B. Threshoid Angle Effects _

Figure 1 indicates our choice of convention for defin-
ing the TLA in the complex plane. Thresholding a
reference pattern’s Fourier transform based on this
line generates the BPOF as follows:

20: BPOF = |,
<0: BPOF = -i,

where F, and F, are the real and imaginary parts of a
Fourier transform value.

The choice of 0, 45, and 90° for 4 may easily be
verified to correspond to the cosine-, Hartley-, and
sine-BPOF's, respectively.? (In the 90° case, thresh-
olding is on the negative of the imaginary part of the

F, cost®) - F, sinw){ (1
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transform instead of the positive value normaily 1se,
in the sine-BPOF definition, a trivial difference.,

Now consider a real 2-D pattern fix) with Fouri,
transform F(k). We know that the transform f1~x, :
rotated 180°) is F*(k). [f we synthesize a new pattesy,
consisting of a superposition of 180° rotated anq
phase-shifted versions of f(x), i.e.,

fx) % expfif) + exp™ (=1,
the corresponding Fourier transform is

Fik) = exp’Fiky + exp” *F*1k}
This can be simplified to

F* = 2[F. costo) = F sintoi,

where the dependence of 2 has been made :mplic:t
We note that this transform is real. and the cosine.
BPOF for this transform would be determined hv
thresholding on F’ [Eq. (4)].

Now compare Eq. (1) with Eq. (4). If we make the
correspondence § = ¢, exactly the same BPOF pattern
is heing defined. Thus we conclude that the BPOF for
a given pattern made using a TLA of 4 is identical *»
the POF for a pattern comprised of the sum of the
original pattern and its 180°-rotated replica superim-
posed with =0 relative phase shift.

This analysis is valuable in two ways. First, we see
that the previously defined BPOF types (sine, cosine.
Hartley) may be viewed as three points on the continu-
um of TLAs applied in constructing the BPOF. There
is no fundamental or practical reason to restrict BPOF
designs to one or more of these particular points. Sec-
ond, the relationship shown between the BPOF made
with a particular TLA and a POF made for a synthe-
sized input of 180°-rotated and phase-shirted compo-
nents suggests an intuitive approach to predicting the
impulse response of the BPOF.

We know that the impulse response of a POF is an
edge-enhanced replica of the reference pattern used to
construct the POF. Applying this concept allows us to
predict intuitively the impulse response of a BPOF
(made with a particular TLA). We would expect tosee
180°-rotated edge-enhanced replicas of the reference
pattern, and in those areas where the replicas exhibit
little overlap we would expect them to have phases
equal to £TLA. The latter prediction is purely intu-
itive. The nonlinear operations implicit in POF gen-
eration preclude a simpie analysis to verify it. Howev-
er, we have investigated this effect experimentally.

Figure 2 shows BPOF impulse responses for a tank
image used later in our studies. The magnitude-
squared of the impulse responses was thresholded at
an arbitrarily chosen level and plotted. BPOFs and
impulse responses for TLAs of 22.5, 45, 67.5. and 90°
were computed. The figure shows two of these cases
corresponding to two different centering offsets and
TLAs. The effects of TLA variations, primarilv ex-
hibited in phase, are not ~ronounced in magnitude-
squared plots; however, the figure is marked to indi-
cate some of the locations where the phase of the two
replicas was computed. The measured phase varied
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Fig. 2. BPOF impulse response of tank target pattern for two
different centering offsets. The arrows indicate some of the points
where phase was computed to explore its variation with TLA.

from the intuitive prediction (£TLA) by only 1.86°
rms {4.7° in the worst case) over the four TLA cases.
The standard deviation of measurements for a particu-
lar TLA case varied from 0.08 to 2.2°. We believe
these thirty-six phase measurements involving four
TLA values offer strong support for the intuitive pre-
mise.

The enhanced ability to predict impuise responses,
including phase in nonoverlapping areas, afforded by
the above analysis and empirjeal observations, should
aid the design of BPOFs with regard to centering and
TLA parameters.

M. Parametric Study of Design Element Effects

To study the effects of the two basic BPOF design
elements, we computed simulated BPOF correlations
using FFT algorithms on a 256 X 256 sample format
using actual tank images superimposed on actual ter-
rain backgrounds. A total of forty-six correlations
were simulated to investigate parametric variations of
centering offset and TLA on correlation performance
factors including signal-to-clutter (S/C), discrimina.
tion, and Horner efficiency.!0

The performance terms are defined:

Fig. 3. Typical correlation plane resuit. plotted linear :n intensit:

Fig. 4. Input scene for first series of simulations showing targe:
tank and background clutter.

Discrimination is the ratio (usually expressed in
decibels) of the energy (magnitude-squared) of the
desired (target) tank’s correiation peak sample to the
highest such sample value located within the outline of
an undesired (nontarget) tank. (This metric applies
only in cases including a nontarget tank in the input.)

The S/C ratio is the ratio of the desired correlation
peak energy to the next highest sample value anvwhere
in the correlation plane, excluding those assigned to a
nontarget tapk, if present.

Horner efficiency is defined in a simpie modified
sense as the fraction of the energy incident on the filter
plane which is present in the single desired correlation
peak sample. This simplified definition is reasonable
because these correlations, as do POF and BPOF cor-
relations, in general, exhibit peaks which are essential-
ly only one sample wide. Figure 3 is a typical correla-
tion output using a vertical scale, which is linear in
intensity (magnitude-squared). '

In a first series of simulations, only a single target
tank was used (see Fig. 4), and the emphasis wason 3. C
performance. A second series used a different terrain
background, and a second tank of a different type was
added to enable discrimination to be measured see
Fig. 5). In all eases the isolated image of the tank in
Fig. 4 was the target, and BPOF's were generated using
its transform.

A. Signal-to-Clutter Variations

Figure 6 is a scatter plot of the S/C ratios for the first
series of simulations. The plot summarizes the effects
of both centering (five different shifts) and TLA (five
angles spanning 0-90°). Note that TLA effects are
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Fig. 3. Input scene for second series of correlation simulations.

theoretically symmetric about TLA = 0°. Changing
the sign of the TLA causes only a uniform phase
change in the resulting correlation function, and this is
of no practical consequence. Thus 0-90° is a maxi-
mum nonredundant range for TLA. This was verified
by several correlations performed with negative TLAs,
which yielded results exactly identical (in intensity) to
their positive TLA counterparts. The centering shifts
are expressed in numbers of samples on the 256 X 256
sample format using an east-west-north-south (E-
W-N-8) convention.

First, we note that the entire data set exhibits only a
minor dependence on either centering or TLA; the
standard deviation of S/C over all the data is only 0.5
dB compared to an overall average value of 7.72 dB.
Averaged over all centering shifts, the values range
from 7.33 to 8.30 dB as a function of TLA. Averaged
over all TLAs the variation with centering shift is even
less: 7.59-7.89dB. Inspite of the above, the eye does
tend to perceive a systematic trend in which S/C is
highest for a TLA of 67.5°. We suspect that this is
particular to the specific patterns chosen for correla-
tion rather than a general result. If the result is taken
to have any significance, it is interesting to note that
best performance occurs for a TLA differing from any
of the previously defined BPOF types. The TLA of
67.5° is midway between the Hartley- and sine-BPOF
cases.

Considering the relatively small standard deviation
of all the S/C values the only conclusion supported by
these data is that significant, but not major, variations
occur with TLA, and no si%ut variation with cen-
tering is exhibited. The variation may be opti-
mized near 67.5° for the specific pattern correlated.

8. Discrimination Variations

Figure 7 plots the discrimination results computed
from the second series of simulations using the input
scene shown in Fig. 5. These results seem more scat-
tered than the S/C resuits, yet the standard deviation
over the entire set is still relatively low: 0.65 dB com-
pared to an overall average discrimination of 5.56 dB.
Variation with TLA (averaged over centering shift) is
from 4.83 to 6.03 dB, the latter corresponding to 67.5°.
The spread of values is noticeably less at 45 and 67.5°
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Fig. 7. Discrimination (dB) between tanks measured for second
series. Centering shifts are designated by N .E-W directions ana
are measured in units of samples on a 256 x 256 format.

than at 0 apd 90°. Variation with centering shift
(averaged over TLA) is again small: 5.45-3.80 dB.
We know no explanation for either the best average
discrimination for a TLA of 67.5° (which was only
slightly better than at 45°) or for the reduced data
spread for Hartley and 67.5° cases compared with the
sine-BPOF and cosine-BPOF cases. We note that the
latter effect may be related to the mixture of odd and
even target pattern information encoded for TLA an-
gles other than the cosine and sine BPOF cases.

C. Input Shift Effects

Although not a BPOF design issue, we were curious
as to the effect on discrimination of shifting the target
tank location in the input scene (see Fig. 5) The
target tank was shifted fifteen samples north and fif.
teen samples west, and correlations were simulated
with BPOFs made with zero centering shift and for
four valuesof TLA: 0,22.5,45,and67.5°. The results
were quite similar to those of the corresponding simu-
lations with the tank not shifted. Average discrimina-
tion was 5.14 dB compared with 5.56 dB for the un-
shifted cases.




p. Homer Efticiency

The Horner etficiency ranged from 0 011 to 0.026%
over all the simulations performed. with no svstematic
Jependence on filter design parameters discernible.
<ince the BPOF passes all the light incident in the
.nput pattern Fourier transtorm. the Horner etficiency
Jiso gives the traction of input scene energy. which is
concentrated in the correlation peak sample. For
‘hese scenes the average energy per sample was about
the same for the tank target and backgrounds. Based
on the size of the tank. ~3% of the total input scene
energy was included in the tank. Thus the observed
Horner efficiencies correspond to 0.22-0.52% of input
target energy appearing in the correlation peak sam-

ple.

Iv. Conclusions

The effects of two basic BPOF design elements on
correlation performance using realistic high-resolu-
tion target-in-background imaginary have been as-
sessed, with the result that no variations of major
significance were found for the particular correlation
cases used. Apparent slightly superior correlation
performance was exhibited for TLA angles intermedi-
ate to the sine- and cosine-BPOF cases. We conclude
that these results exhibit insufficient systematic de-
pendencies of performance on TLA or centering to
furnish a basis for generalization as to the choice of an
optimum TLA angle. We speculate that scene-specif-
ic relative spatial frequency phase alignments of the
target and nontarget patterns combine with the odd-
even sensitivity variation of BPOFs with TLA to yield
these results. Thus the optimum choice of TLA must
be investigated for each correlation application.

Analysis shows that the previously defined BPOF
filter types (sine, cosine, and Hartley) are encom-
passed as special cases in the variation of one of the
basic BPOF design parameters, the thresholding-line
angle (TLA), applied in constructing a BPOF from the
Fourier transform of a reference pattern. There is no
intrinsic justification for restricting filter designs to
the three special cases, and performance simulations
showed a slight preference for a TLA between the

.

Hartley and sine points in some cases. Aller .7,
submission of this paper we learned ol an alternate ina
apparently equivalent formalism for treating TLA
variations called the generalized Hartley tiiter.

Centering shift was the other design parameter
studied. and our results show insignificant dependence
of correlation performance on it for the cases studied

Analysis vielded a simple interpretation of the :m-
pulse response of BPOFs made with various TLAs .n
terms of POFs made with inputs synthesized by super-
imposing two 180°-rotated and phase-shitted repiicas
of the original input function. This provides intuiti.e
understanding helpful in predicting the impulse re-
sponse of the filters. and experimental results verifiea
these intuitive expectations.
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APPENDIX D

New Formulations for Discrete-Valued Correlation Pliters
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ABSTRACT

Ternary correlation filters, which encode modulations of -1, 0 and +1, may be viewed as a logical step beyond binary
phase-only filters. Both formulations are motivated by the prospect of relatively simple real-time implementation
compared to full complex matched filters. The sero-modulation state of ternary filters affords additional flexibility
and control in flter design. In particular both enhanced nontarget discrimination and reduced distortion sensi
tivity, relative to simple binary phase-only filters, can be achieved simultaneously as demonstrated by correlation
simulations reported here.

1. INTRODUCTION

Binary phase-only filters (BPOF) are well known in theory and practice [1,2). They offer good basic correlation
performance including narrow peaks, high efficiency, and good discrimination due to intrinsic high frequency em-
phasis relative to matched filters. Practical advantages of the BPOF include reduced information content, allowing
efficient digital storage of many filters, and availability of a spatial light modulator (SLM) well suited to reaktime
implementation of the filter [2,3]. )

Practical application of real-time correlation demands filter designs which provide distortion invariance while
maintaining sufficient discrimination againet nontarget patterns; this defines the “smart filter® problem. Simart
filters, such as synthetic discrimination function (SDF) iters (4], have been defined for continuous-valued encoding
using linear algebraic formulations, but these approaches are not rigorously applicable for BPOF formulation due to
the implicit nonlinearity involved in BPOF generation. Recently the filter-SDF (fSDF) formulation [5,6], based on a
simple iterative solution, was reported and appears to provide a viable BPOF version of the SDF. Correlation peak
responses can be forced to take on a specified pattern over a set of training images (although convergence of the
iterative procedure is not guaranteed for any arbitrary pattern), thus affording a technique for designing distortion
invariance and out-of-class rejection into a BPOF. Kallman [7,8] also has reported impressive distortion-invariant
BPOFs with good clutter rejection, although his recipe appears to be.computationally intensive compared with
the fSDF-BPOF and techniques to be reported here.

We have previously reported the ternary phase-amplitude filter (TPAF) concept and initial simulations using 3
“transform-ratio® technique which demonstirated enhanced discrimination against noise and nontarget patterns .0i
To review, a ternary filter encodes the modulation values -1, 0, and +1, i.e. it implements a sero-modulation state
in addition to those of the BPOF. The rationale for expecting improved correlation performance as a resuit of
intelligent use of the sero-modulation state is as follows: A BPOF passes all the Fourier transform energy from the
input scene since its modulation has constant unity magnitude. Thus both desired (target) as well as undesired
(nontarget) energy is passed to the correlstion plane where the nontarget energy can have only detrimental effects on
correiation performance. This sets fundamental limits on the performance of any BPOF flter, smart or otherwise
Typically, target and nontarget transforms exhibit spectral energy concentration patterns which are distinct. The
sero-modulation state can be used to block energy in those regions of the spatial spectrum which contain lugher
ratios of nontarget to target energy, which should improve correlation performance.

The transform-ratio TPAF (TR-TPAF) previously reported (9] is a sunple embodiment of the above concept
The starting point is a BPOF computed for a target pattern. Then zero-modulation is set for selected frequency
plane elements based on the ratio of spatial Fourier speciral energies of the target to that of one or more noun-
target patterns. In the previous work two nontargets were azfined: white noite and a specific nontarget object
Two transform-ratio thresholds (one for each nontarget type) are thus invoived in filter formulation and seive s
adjustable parameters to optimise the filter for an application.

Simulations reported (9] indicated significantly better noise and nontarget discrimination for the TR-TPAF
compared with a simple BPOF for the patterns studied. However, that TPAF formulation addressed only unproved
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discrimination. Distortion invariance was not addressed, since the initial BPOF pattern was made for a siniple
single view of the target object. We have developed TPAF formulations which combine the ideas used in the TR-
TPAF and the f[SDF-BPOF formulations to yield both improved discrimination and reduced distortion sensitivity
These formulations will be reported here along with sunulation results demoustrating their efficacy.

3. FILTER-TERNARY PHASE-AMPLITUDE FILTER FORMULATION

The fSDF-BPOF (5,8 is a BPOF generated by thresholding on a composite Fourier transform consisting of a
weighted sum of training set transforms. In the reported iterative formulation, the weighting coefficients are simply
adjusted until the correlation peak intensity pattern across the training set matches the prescribed pattern within
a specified tolerance. In each iteration the Ad Hoc iterative procedure involves adjusting each weight in proportion
to the amount by which the correlation peak intensity for the corresponding trainug set component differs from
the prescribed pattern. [teration is stopped when the correlation peak responses across the training set match the
desired pattern within the specified tolerance.

Our new ternary filter formulation, which we have labeled the “fTPAF”, combines the fSDF-BPOF idea just
described with the transform-ratio ternary filter concept (TR-TPAF). First a zero-modulation pattern (essentially
a binary magnitude mask) is formed using the transform-ratio technique already described. Then the identical
fSDF-BPOF iteration technique is used to force equal correlation peak response over a training set. The difference
is that the (ternary) Glter pattern is defined as the point-by-point product of the BPOF-thresholded composite
transform and the (fixed) binary magnitude mask, (and this filter is used in evaluating correlation peak responses
at the appropriate point in the iterative cycle).

The mathematical description of the fTPAF is:

fTPAF(fy, fy) = BPOF{D_ caFulfe. fy)} Mlfs.fy),

where f. and f, are spatial frequencies, n denotes a training set component, c., is a weighting coefficient, £, is »
spatial Fourier transform, and M is the transform-ratio binary magnitude pattern. BPOF(} denotes the operation
of generating BPOF values by thresholding in the complex piane of the transform value.

Note that the mathematical cascading of the binary magnitude and phase components has a direct physical
counterpart - the TPAF could be implemented by cascading binary-amplitude and binary-phase modulating SLM’s.
if practically preferable.

3. SIMULATIONS OF fTPAF PERFORMANCE

Figure 1 shows binary target and nontarget shapes used in a first series of computer simulations performed using
discrete Fourier transforms over 64-by-64 sample arrays. The upper image of a crescent wrench was taken as the
target. The lower pattern is the binary image of an adjustable wrench. The apparent widening of its handle near
the end is exaggerated by the conversion process which produces the binary image from the original continuous tone
image. We investigated correlation performance of several filter formulations in terms of both discrimination (target-
vs.-nontarget) and sensitivity of target correlation peak intensity to in-plane rotations of the target. Rotations were
performed digitally in an emergy-preserving manner which resuited in non-binary images. The initial use of binary
images was incidental, having no relationship to the types of filters under investigation.

Four types of filters were invescigated: simple BPOF, TR-TPAF, {SDF-BPOF, and fTPAF. The simple BPOF
filter was formed by thresholding on the real part of the Fourier transform of the target object pattern, comprisug
a cosine-BPOF.

A binary magnitude transform-ratio mask pattern was forined by comparing the spectral energies of the target
and nontarget wrench images using a threshold ratio of 0.4, i.e.. a spatial frequency element was set to tero-
modulation if nontarget energy exceeded 0.4 times target energy This resulted in 65% of the elements being set tn
sero. This mask pattern was point-by-point muitiplied times the sunple BPOF pattern to yield a TR-TPAF filter

An fSDF.BPOF filter was formulated using a training set of five m-plane rotations (-4, -2, 0, +2, and -4
degrees) of the target wrench and forcing convergence to £ 10%% uniformity of correlation peak intensity over the
set. The choice of two-degres increments was based on the observed rotation sensitivity of the simple BPOF fiter
which was £2.2 degrees for & 3 dB drop in correlation peak intensity. Convergence required 11 iterations.
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Figure 1: Inputs for first series of correlation simulations.

An [TPAF was formed using the same binary magnitude mask defined in constructing the TR-TPAF and t)e
same in-plane rotation training set used for the fSDF-BPOF. Convergence to £10% uniformity was obtained i six
iterations.

Correlation plots, linear in intensity, for these four filters with the input image shown in Figure 1 are presented in
Figure 2. The filters were compared quantitatively on the basis of three metrics: rotation sensitivity, discrimination.
and correlation efficiency. These metrics must be defined.

Rotation sensitivity is defined in terms of the angular span over which target correlation peak is within 3 4B of
its maximum value (expected to be at sero-degree rotation). Discrimination is the ratio of the target correfation
peak intensity (magnitude-squared) to the highest sample intensity associated with the nontarget cross-correlation
pattern. Correlation efficiency is defined as the ratio of the target correlation peak sample energy to the total target
image energy in the input, i.e., the fraction of target image energy which is delivered to the correlation peak sample
This definition is meaningful for the correlations reported here which qxhibit the narrow, near diffraction-limited.
peaks characteristic of BPOF correlations.

Table 1 summarises the performance of the four filters. The TR-TPAF flter provides the highest discrimination
but has about the same rotation seasitivity as the BPOF. The fSDF-BPOF has decreased rotation sensitivity. by
at least a factor of three relative to the BPOP, but with a sacrifice of several dB of discrimination. The (TPAF
has about the same reduction in rotation sensitivity as the fSDF-BPOF and also provides better discrimination
than the BPOF. In cases where a raage of values is given, different values were obtained depending on rotations
of both the target and noatarget over a 4 degree range, which was done to more thoroughly test the filters Tl
rotation range of the fSDP-BPOF aad {TPAF may have been more thaa 12 degrees, as testing was done only -cut
to +6 degrees.

The secondary target and nontarget peaks located to the right of the main responses are believed to be an artifact
of BPOFs and TPAPFs resulting from the intrinsic superimposed 180-degree rotated impulse response components
combined with choice of centering of the target when making the filter. The target centering was near the left
(larger) end in this case so the sub-peak results at s shift for which the 180-degree rotated component aclieves
maximem overlap with the input target.

We did not sttemps an fSDF-BPOF trained both to reduce rotation sensitivity and reject the nontarget wrench
This should be done for the sake of completeness, since that filter would address both distortion-invariance 1|
discrimination goals s does the fTPAF. We speculate the fTPAF has fundamental advantages due to the zer~-
modulation state but cannot claim this until a direct comparison is available.

The correlation efficiency is degraded by aay of the smart Giter formulations, and is generally poorer for 'he
ternary flters. This is a natural result of blocking s large portion of the filter plane through sero-modulation
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Figure 2: Correlation plots, (s) BPOF, (b) TR-TPAF, (c) fSDF-BPOF, (d) fTPAF.
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Table 1: Summary of filter performance for first series of simulations.
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Figure 3: Inputs for second series of correlation simulations.
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Table 2: Summary of filter performance for second series of simalations.

and must be viewed as the price paid for improved overall discrimination and distortion invariance. The practical
implications of the lowered efficiency for experimental implementation remain to be assessed.

The case just discussed was not a challenging one in terms of discrimination since even the simple BPOF
exhibited ample discrimination. Therefors a more difficult case was contrived using the same target wrench with 2
modified nontarget. The new nontarget wrench was identical to the target wrench except for one end; see Figure
3. Only the BPOF aad fTPAF flters were formulated for this case. Table 2 summarises their performance. The
fTPAF was able to increase discrimination significantly over the marginal value exhibited by the BPOF while also
reducing rotation semsitivity by a large factor. However a transform-ratio of 0.5 was necessary with attendant
blocking of 88% of the Fourier plane ares. The correlation efficiency of this fTPAF is extremely low, raising serious
questions concerning its prospects for practical implementation. It would appear that we have asked too much of
a single filter in terms of combined discrimination and distortion-invariance for this difficult case.

4. CONCLUSION

A new ternary correlation flter formulation, the [TPAF, which combines the discrimination-enhancement mech-
anism of transform-ratio ternary filters and the distortion-invariance approach afforded by the fSDF-BPOF, has
been defined. Computer correlation simulations have supported the viability of the new formulation, including
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its capability to provide combined discrimination and distortion-invariance superior to several other formulations
tested. More extensive tests involving 3 wider variety of subject patterns and other competing filter formaulations are
required for a definitive assessment. Nevertheless the fTPAF appears to comprise an attractive filter design option
and should be amenable to prutjeal real-time implementation because it involves only tiree digcrete modulation
levels.
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APPENDIX E

Transform-ratio ternary phase-amplitude filter formulations

for character recognition
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Abstract. Five types of discrete-vaiued correiation filters, inciuding
binary phase-only and ternary phase-amplitude types, were tested in
simulations addressing specific character recognition probi: ms. The
tilters were evaluated for classification accuracy and correla: on effi-
ciency. Transform-ratio tiiter ternary phase-amplitude filters provided
the best classification performance but aiso the lowest correiation effi-

ciency.

Subject terms: optical signal processing; ternary phase-amplituce filter: correia-
tion; character recognition.
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1. INTRODUCTION

This paper investigates, by simulations, the performance of
several discrete-valued correlation filter formulations ap-
plied to a particular character recognition (discrimination)
problem. Such filters, which encode only two or three
discrete phase and/or amplitude modulation values, are
motivated by considerations of near-term practical imple-
mentation. Real-time correiators using such filters show
promise for both military (e.g., automatic target recogni-
tion) and commercial (e.g., robotic vision) applications.

2. BACKGROUND

The binary phase-ounly filter (BPOF) is & discrete-valued
filter that has shown promising performance in both com-
puter simulations and experiments.'~* The BPOF exhibits
desired correlation characteristics such as narrow correla-
tion peaks and high Homer efficiencies.’ Unlike compiex
valued filters, BPOFs can be implemented in a real-time ex-
perimental correlator using existing programmable spatial
light modulators (SLMs), such as the Litton/Semetex
magneto-optic SLM.? Since the BPOF's are binary (encoding
the values 1 and -1), several thousands of filters can be
stored in digital memory and rapidly sent out to the elec-

‘Prue;l affihauon: Eastman Kodak Co.. Federai Systems Division. Roches-
er. NY.

Invited Paper 1A-106 received Nov. 15, 1968; revised manuscript recsived
Feb. §. 1989 sccepred for publication Feb. 10, 19€9.
21989 Society of Photo-Optical Insrumentation Engineers.

trically programmable SLM, making the use of these filters
very promising for real-time applications.

It is well known that correlation filters, especially phase-
only filters, created from a single reference image are very
sensitive to distortions of the input image relative to the
reference image.* The ‘‘smart filter’” is a filter designed to
achieve overall superior performance over a single-
reference-image filter in the aress of distortion invariance
and discrimination. Several smart filters have been designed
for complex spatial filtering, such as lock-and-tumbier,’
spatial-temporal correlation,® and other linear composite
filters.>"! The work of Kumar et al.'? illustrates the funda-
mental trade-off between distortion invariance and dis-
crimination for composite correlation filters. The smart
filter design issue is to create g filter that will optimize this
trade-off. BPOFs created from the phase of some of these
complex-valued filter functions have shown improved per-
formance over a simple BPOF filter.'* Smart filter formula-
tions specifically created for the POF and BPOF recently
have been developed.!+'¢

The BPOF, regardless of its formulation, passes ail of
the energy at the input plane of the correlator (including-
nontarget energy) to the output plane. The best that the
BPOF can do at reducing the correlation response to a non-
target input is 1o evenly distribute the corresponding energy
across the correlation plane. This places a fundamenta) limit
on the signal-to-noise ratio that this filter can achieve.

Recently, the discrete-valued transform-ratio ternary
phase-amplitude filter (TR-TPAF) was developed to address
this problem.!” The TPAF is a simple extension of the BPOF
that encodes the filter element values 1,0, and 1. The TR-
TPAF is based on the concept that the zero-modulation
state will be used to block spatial frequencies that carry
mainly nontarget energy and wouid otherwise contribute un-
favorably to the desired correlation response. Initial in-
vestigations of the TR-TPAF have shown good correlation
results.!” Most important, near-term experimental im-
plementation of the ternary filter is promising. The TPAF
can be thought of as the simple application of a dinary-
amplitude mask to the BPOF. This can be realized ex-
perimentally by cascading two SLMs, one operating in the
binary phase-only mode and the other in the binary-
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amplitude mode. Both the magneto-optic? and the ferroelec-
tric liquid crystal'® devices are capabie of binary-amplitude
modulation. The magneto-optic SLM has a third modula-
tion state,’ which may provide the zero-modulation state.

3. FILTER TYPES INVESTIGATED

Five types of discrete-valued correlation filters were in-
vestigated in these studies: the BPOF, the TR-TPAF, the
projection synthetic discriminant function BPOF (pSDF-
BPOF), the filter synthetic discriminant function BPOF
(fSDF-BPOF), and the filter ternary phase-amplitude filter
{(fTPAF). The BPOF has two design parameters that may be
used to optimize performance, the centering offset and the
threshold line angle (TLA) used in the Fourier plane to set
the binary phase states.!*® For all filters investigated in
these studies the reference images were centered on-axis in
the reference image plane (zero offset), and the TLA was
45 °, defining a Hartley-BPOF.»

To create a TR-TPAF, a binary-amplitude mask was ap-
plied to a si:pie BPOF. The binary-amplitude mask was
created using the transform-ratio technique.'” The zero-
modulation state was set by thresholding on the ratio of the
statistically defined power spectra of n in-class and m out-
of-class images at each spatial frequency. The elements of
the mask were set as follows: if the power spectral density of
the in-class ensemble exceeded that of the out-of-class
ensemble by a specified ratio, the mask clement was as-
signed the value of unity (corresponding to a filter-clement
value of -1 or | according to the BPOF formulation);
otherwise, it was set to zero.

The third filter studied was 2 pSDF-BPOF. A pSDF-
BPOF is created from a compiex-valued pSDF, or equal-
correlation-peak SDF, filter.® The crestion of a pSDF-
BPOF from a complex-valued pSDF results in a different
filter function; hence, this filter is not expected to meet the
goals set for the original pSDF filter.

The fourth filter studied was the fSDF-BPOF.!" This
filter, unlike the pSDF-BPOF, includes the BPOF modula-
tion in its formulation and uses iterative techniques to solve
nonlinear equations for weighting coefficients of com-
ponents of a composite transform, from which the BPOF is
generated. Initial investigations of this fiiter have shown
promising resuits.’* A major limitatioa of this formulation
is that the iterative solution may not converge.

The fifth type of filter investigatad was the TR-fTPAF.
This filter formulation is similar to the fSDF-BPOF except a
consiant binary-amplitude mask (formulated using the
transform-ratio techmiquwe) is incorporated into the
nonlinear equation, which is solved iteratively for the
weighting coefficients that determine the binary phase pat-
tern.®

It should be noted that all of these filters provide space-
invariant performance. The smart filters require a training
set of images representing expected in-class distortions and
at least a statistical (power spectrum) knowledge of the ex-
pected out-of-class patierns. These constraints are typical of
smart filter formulations for class discrimination.™!

4. SIMULATION RESULTS

A specific character recognition probiem was defined and
simulations of optical correlation were performed to
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NEW YORK  (NY-E) TIFTANY (TF-E) NY-p
E E R
MEMPNMIS (-g) GENEVA GR-8) NY-R
i E L
COPENMAGEN (CP-E) MANHATTAN  (MN-L) NY-L
E E P
STARPLEXT (ST-L) PIERCE r:-g NY-p
E E B
STUTTGART ($T-L) SAIGON (G-I NY-B
E E 8
COURIER (CD-E) SAN DIEGO (S0-E) NY-§
2 E I
DALLAS {(DL~E) RAVENMA (RV=-R) NY-:
B T
TLORENCE (rL-g) MASHINGTON D.C. (MA-£) NY-T

E E

SROADSAY (BR-8) BOSTON (BS-E)

QUT-CF-ZLASS

IN-CLASS

Fig. 1. input imagery used in the cheracter recognition study.

evaluate the performance of the five discrete-valued filters.
This study consisted of three phases. The first phase
evaluated the performance of a BPOF made from a single
character and the use of 8 TR-TPAF to increase the out-of-
class discrimination. The second phase had two parts: (1)
the use of fSDF-BPOF and pSDF-BPOF formulations to
create filters designed to give equal-peak correlation
mpomcusiuonlyin-dauuﬁnin..mda)menuofa
TR-{TPAF and pSDF-BPOF to maintain equal-peak cor-
rdammmthnthcmchutmmn;mwhue
discriminating against out-of <class characters, using both in-
class and out-of-class training. [a the third study phase, the
TR-{TPAF and the pSDF-BPOF formulations were used
with a different training set to create filters with the same
goal as the previous filters.

4.1. Character imagery and computer software

The characters used in these investigations were taken from
an Apple Macintosh computer. Several different fonts of
the character E and other characters from the New York
font were used. Figure | displays all of the characters used in
these investigations. The characters were 24 poiat bold and
were generaily 18 pixels high.

A 64-by-64 sample fast Fourier transform (FFT) and
other operations were performed to simulate optical correla-
tion and to analyze and display the correlation results.

E-2




TRANSFORM-RATIC TERNARY PHASE AMPLTUDE FILTER FORMULATIONS 7OR SHARACTER RECSGNITCN

]
d
]
»
[
o
]
0
4

[} s -T -9 -12 -18

Peak Corselatisn Intenmsity (dB)
[/ ]

[ ]
-h
-
o
-
»
3
»

[} -3 -; -9 -12 18

Feak Corzelstien Imtessity (dB)
)

Fig. 2. Discrimination of the BPOF (or (s) the NY-E and @) the PI-E.

4.2. Defluitions of fliter performasce metrics

Discrimination: The discrimination of a character by a given
filter is the ratio of the maximum correlation peak intensity
taken over all in<class inputs to the highest correlation peak
intensity associated with the character.

Recognition: A character is recognized when its
discrimination is less thans 3 dB.

Correct in-class response is when an in-class character is
recognized.

False in-class response (or false alarm) is when an out-of -
class character is recognized.

Correct out-of-class response is when an out-of-<class
character is not recognized.

Horner efficiency: In this study Horner efficiency is
defined as the fraction of input scene energy appearing in a
5-by-$ pixel element block centered on the maximum
correlation-peak sample. This block size was arbitrarily
chosen based on the observation that correlation peaks
typically were several pixels wide.

Foat 8Style
!
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0 -3 -0 -9 -2 -8
Peak Casvelstisn Iatensity (dB)

ninnnnn:
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i

i
H

0 -3 -s 4 2 s e
Peak Corvelstiea lateasity (ad)

®)
:?I.t Discrimination of the TR-TPAF for (a) the NY-E and (®) the

4.3. Character recoguition studies

Two BPOFs were created from the Fourier transform of the
New York E (NY-E) and Pierce E (PI-E), which were chosen
arbitrarily. The performance of both filters was tested using
the input images of the character E from 18 differeat fonts
(in-ciass) and eight other characters from the New York font
(out-of-ciass). The results of this study are shown in Fig. 2.
As shown in Fig. 2(a), the NY-E BPOF recognized two in-
class fonts, the NY-E and the Manhattan E (MN-E), and a
out-of-class character, the NY-F. The BPOF made from the
PI-E, as shown in Fig. 2(b), discriminated against all of the
out-of<ciass characters and recognized only the PI-E
character from the in-class character set.

To improve the (already good) discrimination perfor-
mance of the BPOFs, ternary filters were created. A
transform-ratio binary-amplitude mask was created using
an in-class training set consisting of the NY-E, PI-E. MN-E,
and the SG-E (Saigon) and an out-of-class training set con-
sisting of the NY-F, -P, -R, and -B. Figure 3 shows the per-
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TABLE |. Correiation performsnce of the tested fliters using two-charscter input scenes.

Out-of-ciass
training set

Filter
_lvee
NY.E BPOF
PI-E BPOF
NY.E TPAF
PI.E TPAF
tSOF-8POF
pSDF-BPOF

ITPAF
PSOF-8POF

fTPAF

TPAF
pSOF-8POF

Study

W NN =~ w s
EEEES S EEE -

% pixels Horner Discrimination

zeroed efficiency ___EE!___
NA 8.30 1.81
NA 7.10 4.80
90.28 0.03 534
90.28 0.10 > 10.00
NA 10.79 1.39
NA 8.40 1.35
71.38 0.27 3.14
NA 6.81 1.73
84.23 0.18 kWil
88.48 0.07 424
NA 2952 0.85

TABLE li. Classification (discrimination) performance of the tested filters.

Filter Qut-ofclass % pixeis % correct inciass % faise slarms per % correct in-class
Study type training set zeroed per inClass nputs out-ofClass inputs per training set
1 NY-E BPOP N NA 1.1 12.50 NA
1 Pi.E BPOF N NA 5.48 0.00 NA
1 NY-E TPAF Y 90.28 50.00 0.00 NA
1 P1-E TPAF Y 90.28 5.95 0.00 NA
2 ISOF.BPOF N NA 100.00 62.50 100.00
2 pSOF-8POF N NA 1222 6290 $8.33
2 TPAF Y 7.2 100.00 0.00 100.00
2 pSOF.8POF Y NA nmn 50.00 88.67
3 (TPAF Y 84.22 60.00 0.00 100.00
3 " {TPAF Y 83.48 80.00 0.00 100.00
3 pSOF.8POF Y NA 20.67 12.90 %0.00

Fig. 4. cmuummumlmumml’onumn-"n The input scene included the NY-E and NY-F. The far left

pesk is the NY-E sutecerreiation.

formance of the TR-TPAFs for the NY-E and the P1-E. As
the plots indicate, the application of the binary-amplitude
mask to the BPOFs significantly improved the discrimina-
tion against the NY-F character by more than 3 dB. The NY-
E TR-TPAF, although not designed to do 50, increased the
number of correct in-class responses from two to nine.
The BPOFs and the TR-TPAFs were tested with two in-
put scenes, both containing one in-class character placed in
the first quadrant and the out-of-class character, NY-F,
placed in the fourth quadrant. The in-class character for the
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first input wcene was the NY-E, while for the second input
scene it was the P1-E. The correiation response of the BPOF
and TR-TPAF for the NY-E with the first input scene is
shown in Fig. 4. The discrimination for the BPOF was only
1.81 dB, while the TR-TPAF produced discrimination above
S dB. The correlation plane for the TR-TPAF exhibits in-
creased noise around the correlation peak respoase com-
pared wit™ that for the BPOF. However, this should not be
a problem for character recognition because an area (e.§.,
the size of the character) may be defined around the center
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jocation of the character in which the maximum correlation
response must fall to be considered a correct in-class correla-
tion response.

Another important metric is the Horner efficiency. To
create the TR-TPAFs, the transform-ratio method zeroed
90.28%s of the fiiter eiements. The Horner efficiency for the
correlation response shown in Fig. 4(a) is 8.3%, while for
the ternary filter it is only 0.034%. Since the BPOFs pass all
of the energy of the input transform, they generally result in
much better efficiencies than those filters that include
amplitude modulation.

A summary of the performance of the PI-E BPOF and
TR-TPAF for the second input scene is provided in the first
section of Table I. As the table indicates, the discrimination
performance of the TR-TPAF was greatly improved over
that of the BPOF, but again the ternary filter produced very
low Horner efficiencies.

The second and third phases evaluated the performance
of the discrete-valued composite smart filters using two dif-
ferent training sets. The resuits of these investigations as
well as the previous investigation are summarized in Tables |
and 1I. Table I gives the correlation results using the two in-
put scenes described earlier.

The in-class training set used in the second phase con-
sisted of 12 characters, the NY-E, DL-E, FL-E, GE-E,
CD-E, SF-E, PL-E, ST-E, MP-E, BR-E, TF-E, and CP-E,
displayed in Fig. 1. The first part of this investigation used
the fSDF-BPOF and the pSDF-BPOF formulations to
create a filter that would maintain an equal-peak correlation
response over the in-class training set. As mentioned, the
creation of the fSDF-BPOF required the use of an iterative
technique to solve for the weighting coefficients. The
iterative technique suggested by Jared and Ennis'’ was
modified for our studies. Originaily, this technique was for-
mulated using only the zero-shift correlation response, but
for this investigation the maximum response in the entire
correiation pilane was used. The reason is that the maximum
cross<correlation response for the various members of the
training set was not always the zero-shift response but would
likely be detected in a practical system. The same issue was
addressed by the correlation-SDF formulation.!

Tabie I lists the resuits of this investigation. As indicated
by the table, the performance of the {SDF-BPOF met the
specified filter formulation goal (recognition of all in-class
inputs), while the pSDF-BPOF failed t0 do 30.-Both the
fSDF-BPOF and the pSDF-BPOF (incorrectly) recognized
out-of class characters.

A TR-fTPAF and pSDF-BPOF were created with out-of-
class discrimination addressed in their formulations. The
out-ofclass training set included all eight of the out-of-class
characters shown in Fig. 1. Both filters were tested with the
characters displayed in Fig. 1. Figure $ shows the plots of
the correlation response for both filters. The results are dso
summarized in Table II. The TR-fTPAF met the design
goals. It recognized all of the in-class characters and did not
recognize any of the out-of-class characters. On the other
hand, the pSDF-BPOF did not meet the goals of the filter
formulation, recognizing only 66.7% of the in-class
characters and properly classifying only 50% of the out-of-
class characters. These fiiters were tested with one of the in-
put scenes described earlier, containing the in-class
character NY-E and the out-of-class character NY-F. The
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Fig. 5. Discriminstion of (a) the TR-ITPAF snd ) the pSOF-BPOF
for the serona phase of the study.

resulits are presentad in Table [. Again, it is seen that there is
a sacrifice in Horner efficiency for the improved discnmina-
tion performance of the TR-{TPAF.

In the third and final phase of our investigation, two TR-
fTPAFs and a pSDF-BPOF were created. Again, the goal of
these filters was to produce an equal-pesk correlation
response for all members of the in<class training set while
discriminating against all out-of<class characters. The in-
class training set used in the formulation of these filters con-
tained the NY-E, PI-E, WA-E, BS-E, MN-E, SD-E, RV-E,
and SC-E.

The difference between the two TR-fTPAFs created was
in the percentags of filter elements zeroed. One filter used a
transform-ratio that zeroed 84.23% of the filter elements,
while the other had 88.48% of the filter elements zeroed.
The out-of<class training set used to create these filters in-
cluded NY-F, -R, and -B. The pSDF-BPOF was crested us-
ing an out-of-class training set that included the NY-F, -R,
-B, 3, and -P.

The filters were tested with 1S in-class characters and all
eight of the out-of-class characters. Figures 6 and 7 show the
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plots of the correlation response of the filters. A summary
of the results is provided in Table I1. The TR-TPAFs per-
formed quite well. Both met the specified filter formulation
, while the pSDF-BPOF did not. These filters were also
with the two-character input scene containing the NY-
E and NY-F. Plots of the correlation output response are
shown in Fig. 8. The output correlation plane is noisy, but

again, for character recognition this may not be of great
concern. The TR-TPAFs produced more than 3 dB of
discrimination, but their Horner efficiency values were very
low.

§. CONCLUSION

The goal of this study was to evaluate, by simulation, the
performance of smart BPOFs and ternary filters for in<class
recognition and out-of-<class discrimination. The perfor-
mance of these filters for specific character recognition
problems was addressed. As Tables I and Il indicate, the ter-

2
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for Lbe cases studied were capable of achieving
""hgl;:’ . The TR-{TPAFs were the only
e capable of meeting lhc in-class character recognition
and out-of<lass discrimination goals set for these studies.
indicated in Tabie [, the improved performance of the
:wy filters comes with a significant reduction in Horner
maency and this may be viewed as the price of this perfor-
¢ The practical implications of these lower efficiencies
must be evaluated experimentally.
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Ternary modulation can be achieved with a single SLM
and improved correlation discrimination can be experimen-
tally realized.

The use of a ternary phase amplitude filter (TPAF) to
improve the performance of binary phase-only correlators
has been proposed, analyzed, and simulated.! This Commu-
nication describes the experime: tal implementation of a
simple TPAF using a 128 X 128 elemnent SIGHT-MOD (com-
merciaily available through Semetex Corp.) magnetooptic
spatial light modulator (MOSLM).2 A brief description of
the experiments, which included spatially resolved transmis-
sion measurements and TPAF correlations, and a compari-
son of experimental and theoretical (computer simulation)
correlation results are presented.

The ideal TPAF superimposes a zero modulation state on
a binary phase-only filter, th - encoding the modulations
~1,0, and 1. The zero mor. ition state is used to block
spatial frequency component. "nat oth:rwise would degrade
correlation performance.

The MOSLM is generally used as a binary device. Its
operation in this mode has been reported in detail.23 To
review, a normal write sequence involves three steps—erase,
nucleate, and saturate. First, all pixels are set to one of two
stable saturated magnetic states (erased) by applying a bulk
magnetic field generated by an external coil. Second, the
magnetization state of selected pixels is partially reversed
(nucleated) by passing current pulses through the appropri-
ate conducting traces on the device. Finally, the nucleated
pixels are driven to complete saturation in the reversed
magnetic state (written) by a second application of the coil-
generated magnetic field (in the opposite direction from the
erase coil pulse). A following polarizer oriented perpendicu-
lar to the linear polarization of an incident beam will resolve
the oppositely (Faraday) rotated fields of the transmitted
light emerging from oppositely programmed pixels into com-
ponents which differ by 180° phase, thus effecting —1 and 1
modulation states.

A third stable pixel magnetization state, comprising mixed
magnetization, was reported? and is the basis for achieving
the zero moc ulation state. In the third state, different re-
gions of a pixel are randomly distributed between the two
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magnetization directions, with approximately equal proba-
bility. This state is achieved by operating the device exactly
as described except that an additional nucleation step is
applied to selected erased pixels not previously written.
The zero modulation state is simply the result of nucleating a
pixel without applying a subsequent coil-generated field to
carry out saturation.

The characteristic magnetic domain size in the mixed
magnetization state averages less than half of the dimension
of the active pixel area.? The effective modulation values
within each domain are still ~1 and +1 and thus average
intensity transmission of a mixed pixel should equal that of a
saturated pixel. However the small characteristic dimen-
sion is expected to result in most of the transmitted light
being diffracted outside the Nyquist spatial frequency band-
pass normally used by a BPOF correlator (defined by the
pixel spacing), thus effectively comprising a zero modulation
state.

To investigate the ternary state characteristics of the
MOSLM, 128 X 128 devices were incorporated at the input
plane in coherent imaging systems with bandpass apertures
at the Fourier planes sized to pass spatial frequencies only up
to half of the Nyquist frequency, corresponding to the maxi-
mum alias-free frequency that can be written on the devices.
In a first experiment the large area transmission of the three
modulation states was measured by collecting light imaged
through a 20 X 20 pixel region in the center of the MOSLM
with a photodiode. When the polarizer was set to achieve
equal intensity transmission with all elements programmed
to =1 or +1 modulation, transmission was reduced to 8% of
the transmission of either phase modulation state with alil
elements in the 2zero modulation state.

When the bandlimiting aperture was removed, transmis-
sion of the third state increased to 45%, consistent with the
hypothesis that high-order diffraction is the mechanism for
zero modulation.

Spatially resolved transmission measurements were per-
formed with the bandlimiting aperture by reading out the
image of the MOSLM with an RCA TC1030 SIT (silicon
intensified target) video camera (without lens), digitizing the
image, and plotting image slices with offset and gamma
correction. The MOSLM was programmed with a series of
vertical bars representing repeating cycles of ~1, 0, and 1
modulation. Traversing the MOSLM, the first cycle used 8
pixels for each bar, and each successive cycle used one less
pixel per bar, down to one pixel per bar, which was repeated
seven times. Figure | is a video image of this pattern.

Figure 2(a) is a slice plot across the image portion contain-
ing the larger bars. Prior careful measurements indicated a
gamma of ~0.7 for the camera, in agreement with manufac-
turer’'s specifications, and these results were corrected for
that value. Offset correction was referenced to black areas
surrounding the MOSLM image and by using opaque bars to
create shadows across the image. Black level was found to be
constant over the image so offset correction was simplified.
The plots were averaged over 15 adjacent horizontal scan
lines to achieve noticeable, but not major, noise reduction.

Excellent contrast between unity and zero modulation
states is apparent. Zero modulation state transmission is
estimated to be <2.6% of unity magnitude state transmis-
sions based on averaging over more than ten samples in the
appropriate regions. The dips between -1 and +1 modula-
tion bars are believed consistent with the amplitude zero
crossings which occur at those points. Significant coherent
imaging noise, and probably some electronic noise, are be-
lieved to contribute to data fluctuations seen in the plots,
although a detailed theory might predict some of the arti-
facts.
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Fig. 1. Video image of MOSLM programmed with ternary bars
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Fig. 2. Slice plots across the pattern in Fig. 1. (a) Coarse bars

(eight pixels/bar at left down to two pixels/bar at right). ‘b) Fine

bars (four pixels/bar at left down to one pixel/bar at right). The

sloping envelope of peak values in left portion of (a) is due to
nonuniform illumination of the MOSLM.

Figure 2(b) is a stice through the region of one pixel per bar
cycles, with an expanded scale relative to Fig. 2(a). Only the
fundamental frequency (corresponding to a period of three
MOSLM pixel spacings) of this pattern is passed by the
bandlimiting aperture. [f the MOSLM zero state is not
perfect, or the polarizer is not set for balanced unity modula-
tion states, some dc component is also passed. The pure
fundamental, with no dc component, yields a sine wave of
twice the original spatial frequency, ranging in intensity
from zero to a maximum, after square-law detection. With
some dc component, the detected intensity would exhibit an
increase (decrease) of every other peak. The spatial fre-
quency of the detected fundamental is believed sufficiently
high that its detection by the camera is significantly degrad-
ed by the video system resolution. Simple Fourier series
analysis indicates the average value of the transmission in
this region should be 34% of the unity transmission averagze
for the larger bars and, with no resolution or sampling limita-
tions, the wave should oscillate from zero to twice the average
intensity. The effect of limited video resolution is tc reduce
the amplitude of the oscillating component but not the aver-
age level.

We believe the results shown are consistent with the pic-
ture of a detected fundamental sine wave degraded by sys-
tem resolution. Alternating peaks are approximaiely equal
in intensity and the average is about the level predicted by
theory. However the data of Figs. 2(a) and (b) were taken
with slightly different polarizer settings. The setting vield-
ing equal alternate peaks of the detected one bar per pixel
fundamental differed from that yielding equal intensities of
(larger) +1 and —1 bars by ~0.5°. We hypothesize that this
is a manifestation of a slight dc component due to a nonideal
zero modulation state which is likely since there is no guaran-
tee the mixed state domain areas are exactly equal in a pixel.

Experimental correlations were performed in a converging
beam configuration with 128 X 128 MOSLMs used both for
input and as the spatial filter. These experiments were
performed to demonstrate that a simple TPAF can improve
performance of a binary phase-only correlator. The input
MOSLM was operated in the binary amplitude mode.' and
the filter MOSLM implemented BPOFs or TPAFs.

A binarized image of an F16 aircraft degraded by comput-
er-generated clutter was used as the input scene (Fig. 3). A
Hartley BPOF**® was computed from the uncluttered target
image. A TPAF was generated by setting a central 5 X 3
square of the BPOF elements to zero. These pixels attenu-
ate the lowest spatial frequency components of the input
image, thus removing some of the degrading effects of the
clutter.

Computer simulations of the correlations were perfurmed
using TPAF modulation values of —=1,0.1,and 1. Results of
experimental correlations and computer simulations are pre-

"w Wact

Fig. 3. (a) Cluttered input image and (b) object {rom which the

filters were generated.
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Fig.4. Profiles of correlation peaks: (a) optical BPOF, (b) optical
low frequency block TPAF. (c) and (d) computer simulations of (a)
and (b).

sented in Fig. 4. Signal-to-noise ratios (SNR) measured for
the 2-D correlation patterns whose profiles are shown in Fig.
4 indicate the TPAF provides a SNR improvement of 1.6 dB
for the simulation and 1.55 dB for the experiment. SNR is
defined as the ratio of peak correlation value to the rms value
of all points in the correlation outside the peak’s 3-dB width.
These results verify that useful ternary (-1, 0, 1) modula-
tion can be achieved with a single SLM (the MOSLM) and
that the improved correlation discrimination theoretically
predicted for TPAFs can be experimentally realized.
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APPENDIX G

Ternary Phase-amplitude Fliters for Character Recognition

Scott D. Lindell* and David L. Flannery
The University of Dayton Research Institute
Dayton, QOhio 45469

ABSTRACT

Ternary phase-amplitude filters (TPAF, encoding the modulation states -1, 0, and 1) are being developed for
correlation both in theory and in practice. They are attractive due to their few discrete modulation levels which
facilitate efficient electronic storage for on-line systems and allow implementation in real time with available spatial
light modulators (SLMs), as recently demonstrated using magneto-optic devices. Simulations have demonstrated
that effective smart TPAFs can be formulated to address class discrimination goals. We report experimental
demonstration of significant increases in correlation discrimination achieved with TPAFs designed with the trans-
form ratio technique. Results are in substantial agreement with theory based on computer simulations, and verify
the practical implementation of improved discrete-level filters using magneto-optic SLMs.

1. INTRODUCTION

Matched spatial filtering is a method used for pattern recognition applications such as character and target recog-
nition. Implementation of the classical matched filter in a Fourier optical processor requires simultaneous and
independent modulation of the phase and magnitude of an optical Fourier transform. This requirement and the
intrinsic distortion sensitivity of the matched filter have limited its practical (real-timej application. However,
binary phase-only versions of the matched filter (BPOF) have been implemented successfully in computer simula-
tions {1,2,3] and in real-time optical correlators using commercially available spatial light modulators (SLMs) [4,5].
The ternary phase-amplitude filter (TPAF) [6,7] is a discrete-valued formulation that includes simultaneous and
independent binary magnitude and binary phase modulation. The TPAF has been shown, in computer simulations,
to provide improved discrimination over that of the BPOF. “Smart” (distortion-invariant) TPAF formulations also
have demonstrated good performance in simulations {7,8]. Recently it was demonstrated that the magneto-optic
spatial light modulator (MOSLM) developed and manufactured by Litton and Semetex Corporations is capable of
ternary modulation suitable for TPAFs [9]. This work used the sero-state of the filter only to implement « simpie
DC block. The resulting improvement in correlation signal-to-noise, although significant, is small compared to
what should be possible with more complicated sero-state patterns, as indicated by reported simulations (6,7,8).

The work reported here, involving both computer simulations and matching experimental resuits, demonstrates
that the TPAF formulation provides improved discrimination over the BPOF for both character and target recog-
nition, using sero patterns computed by the transform-ratio technique [6]. Practical limitations, including those
due to a nonideal sero-magnitude SLM state, were investigated and will be discussed.

3. BPOPF AND TPAPF FILTERS

The TPAF evolved from the binary phase-only filter (BPOF), which is of interest for use in optical correlation
systems because it can be effectively implemented with commercially available MOSLMs and exhibits good corre-
lation performance. The BPOF is a discrete-valued subset of the phase-only filter (POF) in which only two phase
modulation values, 0 and = in phase, or 1 and -1 in amplitude, are encoded (1,2].

Horner and Leger (2] showed with computer simulations that objects could be Fourier transformed and bina-
rised by thresholding on the imaginary component of the transform with the resulting BPOF capable of pattern

*Currently employed by Martin Marietta Astronautics, Denver, Colorado 80201
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recognition. Psaltis et al [1] , thresholding on the real component of the Fourier transform, implemented a BPOF
in an experimental optical correlator using the MOSLM as the Fourier plane modulator. These two choices of
thresholding axis, or threshold line angle (TLA) (3|, are the extremes of a continuum used to construct a BPOF as

follows:
+1 Re{F(u,v}| cosd - Im(F(u,v})] siné > 0 ,
—1 otherwise , (1)

Fg(u,v) = {
where 0 defines threshoid line angle in the complex plane of the Fourier transform.

Advantages of the BPOF over the classical matched filter include the easy and successful implementation of the
BPOF in real-time, the minimisation of memory required to store a filter, and sharper correlation peaks facilitating
target location estimation. Disadvantages of the BPOF (relative to a classical matched filter) include increased
sensitivity to geometric distortions of the input, reduced signal-to-noise in many cases, and passing all input plane
energy (including that of clutter and nontargets) to the correlation plane.

The ternary phase-amplitude filter (TPAF) [6| concept was developed to improve the discrimination capabilities
over that of the BPOF or other smart filters using binary phase modulation by adding binary magnitude modulation.
Since binary phase filters modulate only the phase of the input’s Fourier transform, the energy of all spatial
frequency components of the input is transmitted through the spatial filter. Hence the fundamental limit in
reducing the cross correlation responses, caused by non-target inputs, is the even distribution of non-target energy
acroes the correlation plane. The encoding of the TPAF modulation states (1, 0, -1) couples the BPOF's (1, -1)
modulation states with binary magnitude (1, 0) modulation to provide a means of attenuating spectral regions of
the input moset closely related to non-target information, while retaining recognition via the phase states and the
potential for practical real-time implementation with existing SLMs due to the discrete modulation levels.

TPAF modulation can be viewed as a multiplication of a BPOF with a binary magnitude mask (BMM). A DC
block is an example of a simple BMM. In general, BMMs are non-trivial patterns formulated by a design procedure
such as the transform ratio (TR) technique {6]. The TR technique uses representative power spectral density
patterns of both the in-class and out-of-class training sets. The value for each resolvable frequency region (e.g.,
pixel) of the BMM is determined by thresholding on a ratio computed from the corresponding spectral energies
representing the two training sets. In this study the computed ratio was simply the in-class power spectral density
divided by that of the out-of-class pattern(s). The TR method can be described as follows: if the ratio of the
power spectral density of the in-class training set, [[(u, v)|?, to that of the out-of-class, |O(u, v)|?, at a particular
frequency region is greater than some threshold, T, the corresponding TPAF value, F(u,v), is set to the phase
modulation state defined by the BPOF; otherwise the TPAF filter value is given a sero-amplitude modulation state.

To show this let F{u, u)?
u,v
Rl )= ?

then
+1 ( per BPOF) R(uyv) 2T,
0 otherwise .

ﬂmw={ (3)

S8. RESULTS

Implementing the TPAF in a real-time correlator requires an SLM capable of simultaneous and independent binary
amplitude and binary phase modulation. This modulation has been achieved in the MOSLM with the sero-
amplitude modulation state intensity transmission being appraximately 3.0% in both 128x128 (9] and 48x48 devices.
Implementation of a 5x5-pixel DC block in a 128x128 MOSLM correlator using the sero-amplitude modulation state
has been demonstrated by Giles and coworkers with a SNR improvement of 1.55 dB over that obtained with a
BPOF. 9]

To demonstrate the implementation of non-trivial TR TPAF's in a real-time 48x48 MOSLM correlator, three
different inputs and five different references were cousidered; see Figure 1. Two of the inputs, the *X-O" and *E-F*
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Figure 1: Binary input patterns used in TPAF correlation study.
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patterns represent character recognition problems while the “F1-F2” input pattern represents target recognition
of two different airplanes. All the images used were computer-generated and involve no background noise. In ali
cases reported here, inputs included two of the patterns while the reference was based on one of these two patterns.
Thus the latter pattern was the in-class object while the other input pattern was the out-of-class object, and the
primary emphasis was on improving discrimination between the two input objects using the TR technique to set
the sero-state pattern of the filter.

The TR threshold design parameter should be optimised for each particular input/reference case and determines
the percentage of filter elements modulated with the sero-amplitude state. Practical considerations such as the
Horner efficiency [10,11], the input laser power, and the leakage of the sero-amplitude modulation state pixels
require attention when the filter is being optimised for use in an experimental correlator.

Initial TPAF computer simulations were performed usifig a model that assumed an ideal (opaque) sero-amplitude
modulation state. The TPAF and BPOF results of the experimental and simulated studies are shown in Table 1
which also includes other simulation results to be discussed later. The table values show that for all five cases
studied the implementation of the TPAF provided significantly improved discrimination over that obtained with
the BPOF. Particularly notable improvements occurred for the “F2" and the “E” references correlated with the
“F1-F2" and “E- F” inputs respectively. Horner efficiency values from the simulations are given in Table 1, and are
computed with s modified definition: the quotient of the peak correlation pixel energy and the total input energy of
the target (reference) pattern. Use of the single peak pixel is justified on the basis that most of the correlation peak
energy is concentrated in a single pixel. Use of only the input target energy as the base for efficiency is justified
on the basis that it is inappropriate to penalise the rating of a filter because of the presence of clutter in the input
scene, as would be done using the original definition of Horner efficiency [10]. Peak-to-clutter ratio was defined in
terms of the highest correlation peak pixel intensity divided by that of the next highest peak in the cutput plane.

Using the “F2" as the in-class object, a TPAF with a blocking percentage of 58.4% provided an experimental
peak-to- clutter (P/C) improvement from 2.34 dB for a cosine-BPOF to 5.13 dB. A typical criterion for acceptaole
discrimination by a filter is a P/C valae of greater than 3.0 dB; thus the BPOF recognised both input objects in
the scene as being the reference, *F2°, while the TPAF rejected the out-of-class character. A TPAF using the “E*
as the in-class object in the “E-F™ input pattern with a blocking percentage of 67.0% yielded an improvement in
P/C from 1.60 dB to 4.99 dB. Again the BPOF using the *E” as the reference recognised both objects of the input
as being “E's” while the TPAF recognised only the proper in-class input.

The other three cases studied show similar experimental discrimination improvements with the TPAF formula-
tions. Qualitative improvement of the TPAF over the BPOF can be seen by comparing (linear-in-intensity) plcts
of the simulated and experimental correlation responses such as those shown in Figure 2. In this figure the target
“E” response is located at the far rear while the clutter “F* response is located forward right. Note the substantial
suppression of the clutter response in both theory and experiment with the TPAF.

A study of the relationship between peak-to-clutter and blocking percentage of TPAFs was conducted for three
different references. The purpose of the study was to investigate the general agreement between simulation and
experimentation for a wide range of blocking percentages. The blocking percentages were chosen in an attempt to
sample a large portion of the percent-seroed range with a concentration of cases in high Horner efficiency (ny .z )
(i.e. lower percent-seroed) regions to better accommodate experimental procedure. The results of the comparison
between simulation and experiment have been summarised in Figures 3-5. Figure 5 shows an additional simulation
plot which will be discussed later.

For all three studies the experimental P/C values follow the trends of the ideal simulation P/C quite well.
The trends indicate that increasing the blocking percentage provides improvements in the discrimination yielded
by the filters. However, the Horner efficiency of the filter decreases as the blocking percentage increases, placing
a practical limit on the P/C improvements observed in the experimental system. This is due to the system’s
increased susceptibility to extraneous noise at lower Horner efficiencies. This is seen in the results at higher
blocking percentages where there is less agreement between the ideal simulation and experiment. The most likely
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Table 1: TPAF and BPOF: Experimental and Simulated Results

Reference Zeroed | Experimental | Ideal Model | ng.z. Ternary
Simulasion | (Ideal) | Leak. Model
P/C(dB) | P/C(@B) | % | P/C(dB)
X
BPOF 7.88 797 " 30.9
56.4 9.26 12.4 10.8 9.63
o
BPOF 7.38 7.17 20.8
63.5 8.59 12.2 4.30 10.5
F2
BPOF 2.34 2.55 12.0
8.7 2.66 3.08 9.20 2.98
46.0 4.03 4.42 5.34 4.33
50.7 4.28 4.45 4.61 4.28
584 5.13 g.86 2.64 6.17
70.1 _— 8.33 1.30 8.90
18.7 _— 8.60 0.85 8.62
824 —_— 8.96 0.49 7.78
89.1 — 10.2 0.19 6.17
91.6 — 9.51 0.09 5.51
F1
BPOF 5.27 5.34 10.8
416 5.44 6.00 6.25 6.68
54.8 6.20 8.73 3.68 8.60
58.4 7.86 8.78 2.38 9.86
64.3 8.39 9.90 1.35 104
727 — 11.0 0.50 9.83
80.7 —_— 10.1 0.2% 9.06
86.8 — 7.54 0.09 5.76
859.7 —_— 6.50 0.06 5.86
E
BPOF 1.60 1.73 15.2
21.6 2.22 2.53 124 2.36
31.7 2.98 2.94 9.19 2.72
40.5 3.37 341 7.31 3.04
58.3 4.40 5.09 2.712 4.49
67.0 4.99 6.38 1.44 5.33
83.2 — 9.06 0.31 6.87
91.7 —_— 5.87 0.06 4.60
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Figure 3: Ideal simulation and experimental curves of P/C v8 & Zero for “F2" reference.

Figure 4: Ideal simulation and experimental curves of P/C vs % Zero for *F1* reference.
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Figure 5: Ideal and mixed-state leakage simulations, and experimental curves of P/C vs % Zero for “E” reference.

cause for this increase in disagreement is that the simulation model does not include the known leakage by the sero-
amplitude modulation pixels in the MOSLM. This effect will become more prominent at high blocking percentages
as a larger percentage of the total light reaching the correlation plane will not be predicted by the ideal model.

The leakage of light through a blocking pixel is due to unequal areas of the +1 and -1 states inside the pixel.
This effect causes a DC component proportional to the difference in their areas to leak to the correlation plane
where it is not attenuated by the Nyquist aperture comprised by the correlation plane. This DC component has
a polarity identical to the state of larger area in the mixed-state pixel. For the case of the Fourier plane MOSLM
used in this study, the leakage amplitude was approximately 0.17 of the transmittance of +1 pixels, with a polarity
identical to that of the fully saturated +1 pixels. (Designation of pixel polarity is an arbitrary choice; it is only
important to be consistent.) This leakage value implies that the area distribution in a3 mixed-state pixel is 53.0%
for the +1 state and 47.0% for the -1 state in the device used.

The results of including the sero-state leakage in the computer model can be seen in Tabie 1. Table 1 indicates
that the model including the leakage phenomena provides improved agreement witl"the experiment for four out of
the five cases studied. The case that does not show improvement also has the lowest Horner efficiency, nyg & and
thus may be affected more by phenomena not included in the model. These effects may include muitiple reflections
between components lacking AR coatings, other nonideal MOSLM characteristics, and general system noise. The
effect of including the leakage in the simulation model is demonstrated graphically in Figure 5 for the case of the
“E” as the reference for the “E-F” input pattern.

4. SUMMARY

BPOF and TPAF formulations were investigated both in computer simulations and in an optical correiator for
several different in-class and out-of-class objects representing both character and target recognition. Experimental
P/C improvements of as much as 3.6 dB, over corresponding BPOF's, were obtained for TPAFs with blocking
percentages as high as 67.0%. The degree of agreement between simulation and experiment was generally good
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but varied from case to case. Trends showed that at low blocking percentages the agreement was very good while
agreement weakened at high blocking percentages. Inclusion of the leakage effect in the simulation model yieldeq
improved agreement for all but one case studied.

From this study it is evident that the TPAF formulation provides an impressive improvement in discrimination
over the corresponding BPOF while requiring no additional components in a MOSLM correlator. Implementation
using the MOSLM involves only straightforward modifications of drive software, thus enabling easy real-time im.
plementation. The agreement between experiment and simulation using a model incorporating the sero-amplitude
modulation leakage is good, indicating that useful predictions of filter performance may be obtained by computer
simulation.
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Abstract. Transform ratio ternary phase-amplitude filters (TR-TPAFs) en-
coding the moduliation states 1, 0, — 1 have been investigated in theory
and practice. Simuylations have demonstrated that TR-TPAFs can be for-
muiated to provide increased discrimination compared with binary
phase-only filters. TPAFs have practical advantages over compiex-vaiued
matched filters—efficient electronic fiiter storage and reai-time impie-
mentation with available devices, such as magneto-optic spatial light mod-
ulators (MOSLMs). These are associated with the use of only three discrete
modulation levels. in an experimental study, significant increases in cor-
relation discrimination were demonstrated for several test patterns, show-
ing substantial agreement with computer simulations. The effects of an
imperfect MOSLM zero-modulation state, present in our experiment, were
modeled and investigated. The performance of the TR-TPAFs for different
threshold line angies also was investigated.

Subject terms: optical pattern recognition; optical signal processing. correistion.
ternary phase-amplitude filters.

Opuical Engineering 29/9). 1044-1051 (September 1990/

1. INTRODUCTION

The evolution of real-time imaging sensor capabihues has cre-
ated 2 need for an advanced image processing technique for
recognizing and locating patterns of interest. Coherent opucal
correlation is an analog image processing technique that has long
been recognized as having the potential for implemenung pattem
recognition functions.' The advancement of spanal light mod-

4.3. Effects of inverung filer phase states relative to leakage ulator (SLM) technology and a better understanding of spanal

4.4 Threshold line angle effects

filiers encoding limited modulation levels have been combined

5. Summary and conclusions to create a real-time optical pattern recognition system concept
6 Acknowledgments capable of practical near-term implementation. The binary
7 References phase-only filter (BPOF) is a discrete-valued spatial filter that

has been successfully implemented in real-ume optical corre-
*Author was with the U , lators using commercially available SLMs, exhlbmng‘sl‘pnﬁcan(
was performed. mversity of Daywon Research lnstitwe when thus work agreement with cofresponding computer simulauons - ' The ter-

Invited Paper PR-120 received March 7. 1990: revised
1. 1990: acceped for publicauon June 21. 1990. This paper

paper 1151-22, presenced at the SPIE conference

Systems and Architectures Ay

. Aug. 8-11, 1989. San
gelsmed there {unrefereed) in SPIE Proceedings Voi. |
> 1990 Socety Photo-Opucal Instrument.. oy Engineers

nary phase-amplitude filter (TPAF) also is a discrete- valued for-
mulation. [t includes simuitaneous and independent encoding of

e e T eea May  binary phase and binary amplitude modulations. The TPAF has
ormation Processin,

5 been shown in computer simuiations to provide improved clutter

The paper discrimination over that of the BPOF.*** In computer umulagons

advanced TPAF formulations®® have demonstrated sigmficant
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uction 1n distortion sensitivity over that of the simple BPOF,
il mantaming acceptable discnmination capability. The po-
enial for 1mplementing the TPAE in a real-time optical pro-
LesSOr was demonstrated recently i using the magneto-optic
SLM {MOSLM) developed by Liton Data Systems and man-
Jractured by Semetex Corporatien.” In prior work. the zero
,mplitude modulation state of the TPAF was used to create a dc
piock 1n @8 BPOF with resulting improvement of 1.55 dB in
measured experimental correlation signal-to-noise over the sim-
ple BPOF.  The implementation of more complex ternary pat-
erms has been shown in simulations to generate even g_r:axer
mprovements in correfation peak-to-ciutter (P/C) ratios.

3. BACKGROUND

Discrete-valued spatial filter formulations have been developed
10 exploit the limited modulation capabilities of most commer-
aally available SLMs.'® The BPOF is a discrete-valued filter
that encodes two phase modulation values, 0 and « in phase or
| and — 1 in amplitude. In an experimental optical correlator
using 2 MOSLM at the filter plane. Psaltis et. al'' demonstrated
that thresholding on the real components of the Fourier transform
produced a BPOF capabie of pattern recognition. Homer and
Leger'® showed with computer simulations that BPOFs for-
mulated by thresholding on the imaginary component of the
Founer transform also were capable of pattern recognition. The
choices of thresholding on the imaginary or real component of
the reference image’s Fourier transform represent the two ex-
tremes of a continuum of thresholding-line angle (TLA) values. "’
The TLA is defined as the angle between the thresholding line
and the imaginary axis of the complex piane and it determines
the relative amounts of even and odd reference image compo-
nents encoded in the BPOF. A BPOF created with TLA = O is
derived from the even component of the reference image. The
BPOF formulation can be defined as follows:

Flluv) = {

where 8 is the TLA. F'(u,v) is the BPOF pattern, and F(u,v)
15 the Fourier transform of the reference pattern.

Favorable charactenstics of the BPOF include the ease of
implementation in real-time SLMs. the high optical efficiency
of a phase-only filter, the minimization of memory required to
store the filter pattern. and a sharper correlation peak than a
complex matched filter. Possible disadvantages of the BPOF
refative to the matched filter include increased distortion sen-
sitivity, reduced signai-to-noise ratio in the correlation respoase
for classical input-noise cases, and the lack of amplitude mod-
ulation capability. The design and optimization of BPOFs have
received considerable attention, "% !

The ternary phase-amplitude filter was developed to improve
discrimination performance over that of the BPOF and related
smart filters by providing the capability to prevent the energy
of certain input spatial frequencies from reaching the output
plane of the correlator. Since BPOFs modulate only the phase
of the input spectrum, the energy of all the input spatial fre-
quency components, including nontargets, is passed to the output
plane, where it inevitably limits correlation signal-to-noise per-
formance, i.e.. discrimination against . The TPAF
coupies the BPOF's target recognition capebility with the ability

+1

-1

Re[Flu.v)icos® - Im[F(u.v)]sin® > 0 .

herwise . 3)

H-2

-

B4 AT gane wlh
L

Fig. 1. Experimental TPAF correiator system.

to selectively eliminate input spatial frequencies most closely
related to nontargets, thus providing improved nontarget dis-
crimination capability. The TPAF formulation can be described
as the product of a BPOF with a binary amplitude mask (BAM)
In general, BAMs are nontrivial patterns formulated with the
aid of a procedure such as the transform ratio (TR) techmque * *
The TR procedure uses the ratio R(u.v) of the representative

wer sgectnl density pattern of target [/(u.v)|° and nontarget
rg(u.v)l patterns t0 determine the zero amplitude modulation
states of the TPAF as follows:

= | *1{perBPOF) Rluv)>T.
Flu.v) {0 sherwise .

In applying this technique it is important to vary the threshold
(T) to optimize filter performance for the application being ad-
dressed.

3. OPTICAL CORRELATOR SYSTEM

The experimental optical correlator uses 48 x 48 MOSLMs at
both input and Fourier planes and is depicted in Fig. |. Polanzer
P following the input SLM is oriented in the binary amplitude
modulation mode, while polarizer P; following the filter SLM
is oriented in the binary phase modulation mode. The design
details of this system have been reporied? and only will be
summarized here. The classical or “*4f" optical train involves
two cascaded lenses positioned to perform Fourer transform
operations on the input image and on the product of the input’s
Fourier transform and the spatial filter, respectively. To reduce
the total correlator length, we use positive-pegative lens pairs
to perform the Fourier transform operations. The positioning of
the input plane (SLM) at the first lens and the use of the positive-
negative lens pair LP; to perform the Fourier transform operation
results in a properly scaled Fourier transform with a quadratic

OPTICAL ENGINEERING / September 1980 / Vol. 29 No 9 - 1045
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phase error that can be compensated by a positive lens (L3)
positoned near (ideally at) the Founer plane occupied by
SLM: ="

The optical train uses identical, mirror-image positive-negative
lens pairs composed of lenses with focal lengths of 100 and
— 50 mm. The phase correction lens L placed adjacent to the
tilter SLM has a focal length of 292 mm. The length of the entire
opuical train for the 48 x 48 MOSLM (0.127 mm pixel spacing)
system, excluding the HeNe laser source. is 1.22 m. This rep-
resents a factor of four reduction in length over the classical 4f
configurauon. The illumination subsystem. not shown in Fig.
1. includes a HeNe laser producing a 24 mW beam. which is
spaually filtered with a 5 x objective and 25 wm pinhole and
colhimated with a 160 mm achromat lens. The data acquisition
subsy~tem includes an RCA TC-1030 silicon intensifier target
video camera and an Imaging Technology inc. Series 100 real-ume
digutal image processing board in an NEC APC II (IBM PC AT
compauble) computer. The signal is digitized at 8 bits per pixel
and displaved with a video resolution capability of 640 honzontal
and 480 vertical pixels. Detailed measurements indicate that the
gamma of the video camera is approximately 0.7. and this is
compensated for with a postprocessing operation. -

The implementation of TPAFs in a real-time correlator re-
quires an SLM that is capable of simultaneous and independent
binary phase and binary amplitude modulations. This modulation
charactenstic has been demonstrated with the MOSLM.” The
zero-state binary amplitude modulation capability of the MOSLM
is realized by programming individual pixels into the neutral or
mixed magnetization state in which about half of the pixel’s
active area 15 flipped from its original magnetic state to the
opposite polanty. With the following polarizer set to the binary
phase angle. these subpixel areas compose a random binary
phase diffraction grating with characteristic spatial frequency,
by defintuon. greater than the information bandwidth of the
correlator twhich is limited to the Nyquist bandwidth of the
sampiing associated with pixelation). Most of the light trans-
mitted through the neutral state pixels is believed 1o be diffracted
at angles larger than that associated with the coherent bandpass
ol the syvstem as defined by the MOSLM s on-center pixel spac-
ing. thus falling outside the useful correlation plane boundaries.
Measurements on both 48 x48 and 128 x 128 pixel devices.
using coherent imaging with Nyquist bandwidth limits. have
shown that the transmission of the mixed-magnetization zero
state 1 approximately 3% in intensity relative to the phase-state
ransmission.  This transmission. which we will call **leakage.”’
1s probably caused by the areas of the two magnetic domains in
a pixel being unequal. This leakage is proportional to the dif-
ference 1n the two areas and involves a significant component
at lower spatial frequencies falling within the Nyquist bandpass
of the optical correlator. i.¢.. it will fall within the output plane
used for correlation. The leakage component has the amplitude
polanty (phase) corresponding to the domain having larger area
in the pixel.

4. RESULTS

Computer-generated binary inputs and references. see Fig. 2.
were used to demonstrate the implementation of nontrivial TR-
TPAFs 1n a 48 x 48 MOSLM comelator. These patierns were
combined n pairs to create input scenes for correlation. The
X-O and E-F inputs represent character recognition, while the
F1-F2 input represents target recognition of two different air-
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FRg. 2. Computer-genersted binary images used in studies.

planes. The first pattern of the input name (e.g.. X in the case
of the X-O input) is located in the upper left quadrant of the
input scene, while the second pattern of the input 1s located 1n
the lower right quadrant. Filters were based on centered reference
patterns and a TLA of 0° (cosine BPOF).

4. l? Results compared to simulations using ideal zero state
in the filter

Initial TPAF computer simulations were performed using a mode!
that assumed ideal (opaque) zero-state amplitude modulation.
The TPAF and BPOF resulits of the expenmental and simulated
studies are shown in Table I.

For all five cases (corresponding to distinct reference patterns)
there is generally good agreement between the simulated and
experimental results. This is important because it indicates that
analyzing correlation performance by computer simulation 1s
reasonable. thus validating a convenient design tool. In addition.
the table values show that for all five cases the implementation
of the TPAF provided significantly improved discnmination over
that of the BPOF. Notable improvements include those using
the F2 and the E references correlated with the F1-F2 and the
E-F inputs. respectively. The Homer efficiency values ny ¢ are
based on the following definition: the quotient of the peak cor-
relation pixel energy and the total input energy of the reference
(i.e.. target) pattern in the input pattern. Use of only the input
target’s energy as the base for efficiency is justified on the basis
that it is inappropriate to penalize the filter's efficiency because
clutter is present in the input. as would be done using the onginal
definition. !® Correlation P/C is defined as the ratio of the highest
intensity value in the correlation peak resulting from the target
to the highest intensity attributed to a nontarget pactern in the
input and is expressed in decibel units.

An example of a significant improvement in discnmination
is that of using the F2 target as the reference when correlating
with the F1-F2 input. A TR-TPAF in which 58 4% of the filter
clements were set 1o the zero state provided an expenmental
P/C improvement of nearly 3 dB. from 2.34 dB for a cosine
BPOF t0 5.13 dB. A typical technique used for discnminaung
between targets and nontargets is passing a constant threshold
over the detected correlation plane at 3 dB down from the max-
imum peak value: using that techmique the BPOF recogmized
both input targets to be the reference F2. while the TR-TPAF
was able to discriminate between the two targets by 2.13 dB
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Fig.3: mmumymommmmmm(hmw
experiment (right) for the E-F input end E reference target. (s) cosine BPOF (TLA = 0), (b)
TR-TPAF with 67.0% of the slements blocked.

TABLE |. TPAF and BPOF: results.

A similar study in which the character E was used as the reference

Reference % Leroed - Experimencal | idend Model| owe | Termeny when correlating with the E-F input demonstrated a 3 39 JB
PCidBl | PC(dB) | % P'C (4B} improvement in P/C. from 1.60 dB for the cosine BPOF to
Al 8POF A 4.99 dB when a TR-TPAF with a blocking percentage of 67 0%
e . 98 | 124 108 263 was used. Again the TR-TPAF was able to discnminate between
0 apoF | 3 [ . a s the E and the F. while the cosine BPOF could not The amount
818 | 839 { 12.2 €% 10.8 of discrimination improvement obtained was similar for the other
i? BPOF | 23 1 238 10 three references studied when the appropniate TR-TPAF was
187 | 286 308 020 208 applti,eed. :igu:ed 3 %\uﬂﬁm{_\{:& illus‘:axfcs the firlnprwovemems that
w0 - 03 | @ $.34 .33 can be achieved wi - s in the form of linear-in-inten..ty
ol M-S i plots. Note that the simulated TR-TPAF result plotted in this
o1 — x 1.30 890 figure was generated from a model that assumes an opaque neu-
e T ik el % tral pixel. while the experiment involves about 3% zero-state
0w — 1 103 | o0 817 pixel leakage.

. e i e 0 581 A study was performed to investigate the relationship between
8POF 527 .34 10 TR-TPAF blocking percentage (percent of filter elements that
ue e po--JN I B ot are opaque) and P/C and the general agreement between simu-
Cosee . Tee . 138 0.08 {ation and experiment over a wide range of blocking percentages.
e Bt el el B The blocking percentages reported in Table | were chosen in an
| 07 | - 10.1 013 2.08 attempt to sample a large portion of the blocking percentage
| :-: ; - ;; e :2 range. encompassing a noticeable vanation in P/C. The results
£ i i of this study are summarized in Figs. 4 through 6. which also
; sPOF | 14 1 sa . include computer model results for nonideal (i.e.. “‘leaky’")
Comr | 2 23 | 019 1 zero-state filter pixels to be discussed in a later secuon. The
18t 3n Ja | T 104 study was not performed for the X-O patter since the discrim-

. 83| 440 ' s | 1M o0 S of f the si ine BPOF alread
[ e10 | 49 6.38 144 533 ination performance of the simple cosine v was so
| B2 = 200 | g; a,:; good that adding the ability to make filter eiements opaque had

o= ; .

much less effect on the overall P/C performance. Figures 4
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through 6 indicate that as the TR-TPAF's blocking percentage
increases. the P/C performance also increases, at least up to
about 70% blocking. The figures also show good agreement
between the computer simulation and experimental correlato¥
performance. There is a practical limit to the increase in blocking
percentage. however, because the Homer efficiency decreases
as the blocking percentage increases. It was found that a blocking
percentage of approximately 70% was the realistic maximum
for generating correlation responses in our system. The decrease
in Homer efficiency causes the system to become more suscep-
tible to noise in the optical and detector systems, ¢.§.. scattered
light and cc-erent noise, as well as other optical system imper-
fections such as imperfect alignment or nonideal SLM perfor-
mance. Th' . is seen in the results at higher blocking percentages
where there is less agreement between the ideal (opaque zero-
state) simuiation and experiment. The most likely cause for this
increase 1n disagreement is that the simulation model does not
take into account the filter SLM zero-state leakage discussed
earlier. This effect should become much more prominent at high
blocking percentages since a larger percentage of the total energy
r;a:lhmg the detected correlation plane is not predicted by the
deal model

4.2. Modr ing zero-state leakage

Additional simulation studies were performed with MOSLM
zero-state 1. ikage inciuded in the computer model. An amplitude
transmittance of 0.17 (corresponding to 3% intensity leakage,
as measures’ was used. The results of including ieakage can be
seen in Tatie [ the model including the ternary leakage phe-
nomenon provides improved agreenent with the experimental
P/C for four out of the five cases studied. The improved sim-
ulation modei is still imperfect: it does not include effects such
as interference due to uncoated optical surfaces, detailed SLM
pixel structure, etc. These imperfections, which undoubtedly
degrade correlation performance, are less significant at low
blocking percentages but tend to become more important as the
Homer efficiencies decres< as they do for higher blocking per-
centages. This may help explain why the agreement of the P/C
between simmianc,) and experiment with F1 as the reference was
not improved by including the leakage model: for this case Hor-
ner efficiencies average much lower for the same percentage
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Fig. 6. Same s Fig. 4 sxcept the input was the E-F pattemn, while
the reference pettermn was E

blocked than for the other references studied. The accuracy of
the simulation model including leakage in predicting experi-
mental P/C can be judged: from results also plotted in Figs 4
through 6.

4.3, Effects of inverting fiiter phase states relative to
leakage

The polarity of filter zero-state leakage relative to the binary
phase pattern may be switched by inverting the BPOF pantern
programmed into the modulator. For the cases reported in pre-
vious sections, the leakage has a polarity identical to that of the
fully saturated pixels modulating the + 1 value of the TPAF. In
an optical correlator using a TPAF, this leakage generates a
spurious signal superimposed on the desired correlation ampli-
tude pattern. The magnitude of this component will increase
with increasing numbers of pixels blocked (set to the zero-amplitude
state) in the TPAF and with higher leakage values. If a large
proportion of filter pixels are set to the blocking state, the spu-
rious output pattern component due to leakage is expected 10
resemble an inverted image of the input pattern. The “'leaked”’
component interferes coherently with the correlation term and
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produces effects that will probably be deleterious in most cases
but will vary with the relative polarity (phase) of the leakage
and binary phase modulation in the filter SLM.

The effect of reversing the phase of the fully saturated filter
clements was investigated in computer simulations for the cases
of the F1 and the E references when correlating with the F1-F2
and E-F inputs, respectively. The effect also was studied in the
experimental optical correlator for the case of the F1. Simula-
tions indicate that the phase reversal had the effect of improving
the discrimination {P/C) performance at lower blocking per-
centages for both the F1 and E cases. However, when the block-
ing percentages exceed approximately 60% the effect of re-
versing the phase is to reduce the discrimination performance
as seen in Table [I. Reversing the phase also caused the Homer
efficiency for all blocking percentages to decrease. Note that at
the same blocking percentage (60%), reversing the phase in-
creased the raze at which the Homer efficiency decreased with
blocking percentage. The relationship between phase reversal,
P/C. and Homer efficiency is not obvious, but it is clear that
implementing higher biocking percentage TR-TPAFs will be
more difficult and less productive with reversed polarity due to
decreases in Horner efficiency and P/C, respectively.

TR-TPAFs with reversed phase values for the fully saturated
filter elements were implemented in the experimental correlator
for the F1 case. As seen in Table II and in Fig. 7, the agreement
between simulation and experiment is good for the implemented
original and phase reversed filters. The experimental responses
produced with the phase reversed TR-TPAFs show an improve-
ment in P/C over the original TR-TPAFs as predicted. The im-
provement in P/C is less obvious at the higher blocking per-
centages. As an exampie, the TR-TPAF with s blocking percentage
of 64.3% generated a correlation response with nearly a 0 dB
P/C value. A probable cause for this result is the dramatic de-
crease in Homer efficiency and the particular noise character-
istics of our correlator system. However, in general, when op-
timizing the performance of a correlation system with MOSLMs
that exhibit imperfect zero-amplitude modulation, the phase of
the fully saturated filter elements relative to that of the leakage
must be considered as a design parameter.

4.4. TLA effects

A final design parameter studied was the TLA used in BPOF
and TR-TPAF formulation. Three different TLA values were
investigated in this study: 0°. 90°. and 45°: the first value was
used for ail the results reported in previous sections. In this study
the F1 target is used as the reference when correlating with the
F1-F2 input. The blocking percentage used for computing the
binary amplitude mask of the TR-TPAF was 41.6%. As indicated
in Table 1. the TR-TPAF using a2 TLA of 90° provided the best
simulated P/C performance but also the lowest Homer efficiency.
The agreement between simulation and expeniment is good for
the filters formulated from the 0° and 45° TLAs but s not nearly
as good for the TLA of 90°. A qualitative companson of the
agreement between simulation and experiment is seen in Fig 3
Much of the experimental noise in the correlation response 1s
relatively unaffected by the change in TLA and appears more
prominent at a TLA of 90° because the total energy in the cor-
relation peak is much lower for that case. These simulations and
the corresponding experimentation do not indicate that the Hart-
ley filter (TLA = 45°) will always provide the best discnmi-
nation performance. It may be that the Hartley filter, in general.
is a good choice because it encodes both even and odd reference
pattern information. but the creation of an optimum Hlter for 4
specific BPOF or TR-TPAF application must invoive the con-
sideration of the TLA as a design parameter, as has been re-
mmd- 13.18

§. SUMMARY AND CONCLUSIONS

In this work, BPOF and TR-TPAF formulations were invesu-
gated in both computer simulation and an optical correlator for
several different in-class and out-of-class objects representing
character and target recognition problems. Improvements 1n
P/C of as much as 3.6 dB over corresponding BPOFs were
obtained in the optical correlator with TR-TPAFs having block-
ing percentages as high as 67.0%. The degree of agreement
between simulation and experiment was generally good but var-
ied from case to case. Trends indicate that at low biocking
percentages the agreement was very good, while agreement
weakened at high blocking percentages When the zero-state
SLM pixel leakage of 3% in intensity was included in the sim-
ulation model, improved general agreement with expenmental
results was exhibited. ’

Studies were performed to determine the effect of reversing
the phase of the saturated filter clements relative to the leakage
through the zero-state elements. The investigations indicated that
at low blocking percentages, reversing the phase provided im-
proved discrimination performance and reduced Homer effi-
ciency. At high blocking percentages the degree of reduction in
Horner efficiency due to reversing the phase increases. which
coincides with a trend of reduced discrimination performance 1n
simulations. Discrimination is further reduced in actual optical
systems, where the dynamic range of the input illumination ts
always limited.

Finally, the effect of the TLA used in setting filter phase
modulation on correlator performance was investigated. For the
cases studied, TLA angles of 45° and 90° provided better dis-
crimination performance than a TLA of 0°, at the expense of
Homer efficiency. In an optical correlator this relationship may
have practical significance in terms of optimizing the practically
achievable discrimination performance improvement with the
constraints of limited source and detector dynamic ranges.
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Fig. 7. Relstive intensity plots of correlation results from simuistions (left) end experiments
{right) using phase reversed TPAFs. The input scene was F1-F2 and the reference pattern was
F1. Three vailues of blocking percentage sre shown: (a) 41.6%, (b) 54.8%, snd (c) 58.4%.

These results have demonstrated the experimental achieve-
ment ot signincant improvements in correlation performance. in
the form of increased discnmination against nontarget input pat-
terns. which 1s easily realized with temary phase-amplitude filter
formulations umplemented with commercially available MOSLMs.
The use of computer simulations to predict and analyze corre-
lation performance and assess filter designs was validated by the
good agreement exhibited between such simulations and match-
ing expenimental results. Future work will address the expen-
mental impiementation of distortion-invanant TPAF formula-
tions already showing promise 1n simulations
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ABSTRACT

Ternary Phase-amplitude Filters (TPAFs) used in a real-tinie hybrid (optical/electronic) correlator system com-
prise a promising pattern recognition approach with potential for near-term practical applications. Range images
ohtained from LADAR sensors present unique probhlems due tn their particnlar signal and noize characteristics. We
report computer simulation results of the application of both known and new TPAF formnlations to the problem
of target recognition on actual LADAR images. Binary input images <uitable for inpnt using magneto-optic spatial
light modulators were generated by a simple preprocessing step which seems particularly suitable for these images.
Experimental results verifying the simulated smart filter performance are presented.

1. Introduction and Background

Optical correlation using discrete-level filters has potential for near-term pattern recognition system implementa-
tions due to a combination of recent device technology and filter formulation advances [1 - 7]. Magneto-optic spatial
light modulators (MOSLMzs) have been shown capable of implementing hoth binary phase-only filters (BPOFs, with
modulation levels of -1 and 1) [8,9] and ternary phase-amplitude filters (TPAFs, with modulation levels of -1, 0, and
1) [10.11], and both discrete-level filter types have demonstrated good correlation performance in theory and prac-
tice for a variety of pattern recognition problems [5,7,9,11,12,13]. The commercial availability of the relatively well
developed MOSLM devices capable of frame rates of several hundred per second (from Semetex Corp., Torrance,
California) supports the viability of practical near term system applications.

The well known distortion sensitivity of correlation must he confronted to solve any pattern recognition problem
of practical complexity, even if hundreds of distinct reference images (filters) can be sequenced through the correlator
each second, as with MOSLM-implemented BPOFs or TPAFs. This inspires efforts to formulate “amart” filters
with widened in-class {e.g., target) response but retaining adequate ont-of-clase discrimination (e.g., nontarget
pattern rejection) compared with a fiicer based on a single view of the target. The formulation of smart filters is
challenging because (1) typical problems are complex multi-class discrimination problems with ambiguous, or at
hest very complex, application-specific evalnation metrics (involving not only correlation peak strengths but shape
factors), (2) finding the best filter comprises a multivariate aptimization probhlem involving dimeunsionality equal
to the number of resolvable filter elements (e.q., 16,384), and (3) for discrete level filters, constrained modulation
levels must be implicit to the optimisation (i.e., a filter formulated for general complex modulation probably will
not perform well when simply converted by thresholding to discrete modulation levels) [14].

A number of smart filter formulatione for general complex filter madulation and, more recently, for discrete
and constrained modulation levels have been reported, and a recent review may be found in reference [14|. In this
paper we report a2 new TPAF formulation and compare its performance on LADAR (laser radar) range imagery to
several other formulations. The LADAR images and preprocessing to nbtain hinary correlation input images will
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Fignre 1 Example of LADAR relarive range scene pracessed for viewing

3

e hsrnzzed in the next <ectinn Section 3 will present the distartian-invariant problem description choson ry s
=ffnrt In »nsming <ections, rlie pertinent filter tvpes. mcluding the new titer formulatian. will be disensant e
compnter <tnmlation results exploring the performance nf these filters an the test peablem will be presentad bl
sxpertmental resnlts verfying succe<=ful implementarion ~f the new <mart flter we then presented

2. LADAR Range Images and Preprocessing

Ringe images ~htained by processing of LADAR <ensor data have a large dvnamic range and partienlar nowe
characteristics which pose problems regarding their direct introdiction into an aptical carrelator as anateg ymphi-
tiude morddnlatinn  This section discusses these characteristics ane the level-slice binarization technique 1pplied t
proditce binary image inputs suitable for the correlation process.

Laser range unages processed in this effort were furnished by the Army Night Vision Laberatory e were
nlected from the March 1989 Field Test results (15]. The “relative range” umages were n<ed. with »ach prxel value
1 16.bit integer representing relative range. thns definmg a potential dvnamic range i sxcess of 1NNAOtn 1 <o
preprocessing is desirable simply for visnal presentation nf :nch images. The methnd we nee wvolves hvedmg
the pixel value by 10 and taking the residue module 256 This resnits in an wnace snch as rthe one chown
Figure 1, which contains range ambiguities introduced hv the preprocessmg algorithm, bat alsn <hows targers 1o
gnod advantage. Targets tvpically span a range interval ouly a fraction of that corresponding to the modnln. 250
indnced ambiguity aned thus nenally are rendersd in a relatively coustant shade of grayv. as -een in the fgure
Histagrams of pixel values comprising the backgronnd, n=nallv terrain and trees, show a very nndform distribution
over intensity. We have not performed statistical aalysis ~f the hackgronnd nnise bat it gives a strong visnl
impression of being largely spatially incoherent, except for some coherent features chvionsly related to terram
topography interacting with the range cycling induced by the modnlo-256 preprocessing.
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Figure 2: Binary level-slice point transfer function.

The modulo-256 preprocessing mentioned reduces the images to a dynamic range compatible with coherent
optical correlation. However, correlation simulations performed with such images (e.g., Figure 1) demonstrated
two problems: (1) the signal-to-(background) noise of the inputs is 0 poor that correlation even with simple BPOF
references exhibited marginal peak-to-clutter, and (2) even this performunce was obtained only when the target
happened to fall at a high intensity level after preprocessing, while the opposite result (dark target) is equally
probable. Thus a simple preprocessing step to eliminate or reduce these effects and also produce a binary image,
facilitating image input via MOSLM devices was sought.

A binary level-slice technique, named “bin-slice,” was developed. The point transfer characteristic defining this
algorithm, as applied to the raw 16-bit data, is depicted in Figure 2, but it can be easily understood when viewed
as being applied to modulo-256 preprocessed images. For example, a typical “bin-slice” image might be obtained
by assigning maximum (255) pixel value to those input pixels having values ranging from 0 to 63, and zero to all
others. Figure 3 shows two examples of applying this process to the same starting image. Note that the same
target may appear bright or dark depending on the slice-levels chosen. Binary input images having a bright target,
such as the truck in Figure 3 (a), provide good correlation performance using simple BPOF references, partially
because of a reduction in background noise implicit to the level-slice process performed with quarter-maximum
slice interval, and also because the target is at maximum amplitude. This sets the stage for design of distortion
invariant filters, which invariably involve a peak-to-clutter tradeoff relative to simple BPOF's.

The strategy for using bin-sliced input images is as follows: the rapid sequential correlation capability inherent
to a real-time optical correlator is used to advantage by processing a number of bin-sliced images derived from
each distinct raw input imnage. Based on the results we report later in this paper, slice intervals of one quarter
of maximum pixel value provide adequate noise reduction; thus correlation inputs derived from four contiguous
slices would span the entire input dynamic range, ensuring a bright rendition of the target in one of the four input
patterns. To handle the cases in which a target’s pixel values are split across two slice intervale, six overlapping
slices could be used. Thus six correlations (six different inputs, one filter) are needed to process each raw input
image against a particular filter. This is not a daunting prospect given the capability to perform several hundred
or more correlations per second as expected in the near future. We note that the aperations required to perform
bin-slice preprocessing are simple and should be anienable to real-time implementation with minimal hardware in
either analog or digital form.

Quarter-amplitude bin-sliced images were used for all the studies reported here.
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(a) (b)

Figure 3: Examples of bin-slice operation applied to Figure 1, (a) bright truck case, (b) bright tank case.
3. Distortion-invariant Filter Design Problem

This section describes the smart filter design problem based on LADAR range images chosen for the reported effort.
which comprised an initial attempt in terms of both the type of images processed and the new type of filter applied.

The 128-by-128 pixel LADAR images shown in Figures 1 and 3 contain broadside views of two potential
targets: a truck at lower right and a tank at lower left. Other images contained broadside views of a helicopter,
with a different scale. For these initial studies we chose the helicopter as the target and superimposed it above
the truck and tank. [t was isolated, scaled down to matching resolution, and superimposed by replacement on
the scene of Figure 3 (a}, yielding binary input scenes such as Figure 4, in which the helicopter is rotated five
degrees clockwise relative to nominal attitude. The filter design problem was to formulate a filter which provided
acceptable correlation performance over a £10 degree rotation range of the helicopter target in scenes with the
type of background shown.

Correlation performance must be defined. Peaks were defined using a 5-by-5 pixel box. The desired {target)
carrelation peak was required to be located within such a box centered on the ideal location to he connted a correct
response. Figure 5 shows this box as well as others to be ditcussed superimposed on the scene nf Figure 4. Peaks
were recognised as distinct only if they fell outside the 5-by-5 box(es) of nearby higher peaks. Correlation efficiency
was characterized by a modified Horner efficiency [16| defined ac< the energy in the target peak pixel divided by
the total target energy in the input plane. A side-lobe hox was defined in the target region as shown in Figure 5.
{the larger box centered on the helicopter). Peaks detected in thiz region were declared to be target-dependent
sidelobes rather than clutter. A false target box is also shown in the figure, centered on the truck image. Peaks
located in that box were declared to be responses to the truck, and were used to form a metric for discrimination
against that false target - simply the ratio (expressed in Decibels) of the properly located target peak energy to the
highest peak energy located in the truck box. Peaks not classified into one of the boxes discussed were classified
as clutter responses and were used to form the peak-to-clutter metric in a manner similar to that just discussed
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This scene involves a dark tank which yielded no significant correlation responses; thus a tank discrimination hnx
was not used.

4. Discussion of Filter Types

To provide a basis for comparative evaluation of the new filter formulation, a number of other formnlations ware
investigated on the same correlation problem. These wiil be discnssed in the following subsections and a description
of the new formulation will be given.

4.1 Simple BPOF

The simple BPOF is a baseline for comparison of more advanced BPOF and/or TPAF formnlations. Tvpically
it provides more than adequate correlation performance for a perfectly matched input but exhibits thacceptable
distortion sensitivity, although its performance even for a matched input can be serionsly degraded by sulficient
amounts of noise added to the input scene. The BPOF used in this study was based on a threshold line angle
(TLA) of 45 degrees, which defines the Hartley BPOF [17,18}; this has proven to be a good chnice for most patterns.
This BEOF exhibited (in simulations) 6.2 dB P/C' and a correlation efficiency of 2.8% for zero degrees of target
rotation, and both metrics degraded by 3 dB for about +1.5 degrees target rotation. Clearly it falls far short of
the design goal, but the rotation sensitivities were the basis for choosing training set intervals of two degrees for
nse in formulating the other filters.

4.2 Composite BPOF

A simple and intuitive way to formnlate a distortion-invariant BPOF is to base it on a composite transform. ie.. the
Fourier transform of a superposition of views representing a training set spanuing the distortion being addressed.
[n this study, an equally-weighted composite of 11 rotations of the helicopter at two-degree intervals was used. thus
spanning the desired +10 degree interval. We note that iterative adjnstment of the composite weights to achieve
a desired response distribution over the training set (e.g. equal correlation peaks) amonnts to the Jared-and-Ennis
{SDF-BPOF formulation [19]. We did not apply this refinement to our coniposite BPOF but expect that it would
indeed accomplish its goal if it were applied.

4.3 Composite Transform-ratio TPAF

A TPAF may be viswed as the product of a BPOF pattern and a hinary amplitude mask (BAM). The transform-
ratio (TR) technique provides a method of generating the BAM based on thresholding the ratio of power spectra of
the in-class and out-of-class patterns [6]. An out-of-class composite power spectrum was formed by the sum of the
epectra of the two background scenes shown in Figure 3. In general more robust combinations would be preferred
to properly statistically represent out-of-class patterns. The in-class spectrum was that of the helicopter composite
image mentioned in the previous subsection, and the 2P2F nattern was the composite BPOF also described in the
previous subsection. Several choices of TR threshold were tried and the results to be presented {the best obtained)
used a threshold which corresponded to 83.03% of the filter pixels heing zeroed.

4.4 Filter-TPAF Formulation

The filter-TPAF (fTPAF) is an extension of the Jared-and-Ennis fSDF-BPOF [19] to incorporate a BAM 13|,
and also may be viewed as the composite TR-TPAF described in the previous subsection with the superposition
weights adjusted iteratively to achieve equal correlation peaks over the training set. Note that filter training is done
with clean (sero background) images, so equal peak responses using actual inputs including backgrounds are not
guaranteed. The BAM is determined independently of and prior to the filter design iteration, and in this case the
BAM described in the previous subsection was used. The same 11 views of the helicopter mentioned in previous
paragraphs were used as the training set.
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4.5 A New Smart TPAF Formulation: the Metric-Sort

The new filter formulation, which we call “metric-sort” or MS for brevity, is an iterative numerical process which
attempts to maximize the classical SNR of a filter constrained to TPAF modulatiou values. A numerical procedure
for solving this problem for the case of additive white noise has been given recently by Kumar and Bahri ;200 Our
treatment differs from theirs in at least two important ways: (1) we treat any noise specti im, removing the need to
assume white noise, and (2) whereas their algorithm was exact ai . exhaustive {i.e., guaranteed to find the global
maximum SNR) ours involves approximations and is snubject to trapping to local SNR maxima, depending nn an
assumed starting point. The above comments apply to the case of a single target pattern with additive stochastic
noise. In the work to be reported here we made the further ad hoc extensions of nsing a composite target image
(defined in previous paragraphs) and applying the filter to scenes in which noise was not additive (because rargat
superposition was done on a replacement basis). [n addition, our composite noise sample is suspected »f not heing
truly stochastic. Nevertheless we obtained better results for the chosen correlation problem than with any »f rthe
other filters discussed above.

The classical SNR metric addressed by our MS procedure is:
| [ SUVHf)df P "
[N VH T A

where f is the (spatial) frequency variable, and §, H. and .V are the signal Fourier transform. filter function. and
noise spectrum, respectively. A brief description of our formulation algorithm follows:

SNR =

1. Assume a starting TPAF pattern, for example a BPOF formed with a particular TLA, and calenlate and
store the corresponding SNR {Eq. 1).

2. For each filter pixel, calculate the differential SNR resulting from switching the pixel to each of the remaining
two allowable filter modulation states (-1, 0, 1). Store the maximum of these two values and the associated new
modulation state.

3. Sort the pixels into descending order of the SNR differentials obtained in step 2.

4. For the top M values on the sorted list, make the associated pixel modulation state changes and update the
SNR value. If a negative SNR differential is encountered, stop and go to step 6.

5. Go to step 2, except - if an operator-selected maximum number of pixele to he hincked has heen exceeded
go to next step. )

6. Write the new TPAF filter to a file and end.

Several comments apply to this procedure. First, it clearly has the general nature of a gradient-descent or
hill-climbing algorithm. Thus we expect it to be subject to trapping at local maxima and sensitivity to starting
point assumptions. Second, an ideal implementation would require M = 1, i.e., resorting the differentials after each
single pixel is switched to a new modulation state. This would be extremely compute-intensive, and we suspect not
necessary, provided M is very small compared to the number of filter elements, N. The fractional change in SNR
in response to changing a single element (out of, for example, 16,384 in a 128-by-128 element filter) is very small.
Typically we have used 0.05N as the maximum value for M. The reason for the exception in step 5 is that empiricai
evidence indicavcs that filters which optimise SNR are frequently deficient in other metrics such as peak height
(Horner efficiency) or peak width. Wider peaks (i.e., poorer location estimates) and lower efficiency tvpically are
associated with increased fractions of pixels blocked. Thus we allow for the possibility of stopping the iterations
before convergence Lo preserve better overall performance, based on the filter designer’s judgment.

In the work reported here, five different initial TPAFs were tried as starting points, comprising BPOFs formu-
lated with TLAs of 0, 22.5, 45, 67.5, and D0 degrees. Best overall performance was obtained by stopping iterations
when about 54% of filter elements had been switched to the zero-state. The five resulting filters showed slight vari-
ations but approximately equal overall performance for all TLAs except 90 degrees, which was noticeably inferior.
The filter resulting from a starting TLA of 45 degrees was chosen as representative of best overall performance and
was used in results to be reported.
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Figure 6: Peak-to-clutter performance of four TPAF smart filters.
5. Simulation Results Comparing Filter Types

The four smart filters defined in the previous section were tested over the + 10 degree target rotation training range
but using one degree testing intervals to check interpolation hetween training set cases.

5.1 Peak-to-clutter and Horner Efficiency

Figure 6 presents the P/C performance of the filters, and Figure 7 presents the corresponding correlation peak
energies. The helicopter target image contains 525 pixels of value unity, or a total energy of 525 units which is the
basis for Horner efficiency. Thus full scale in Figure 7 corresponds to a Horner efficiency of 1.43%. The overall
superiority of the MS filter in terms of combined P/C and Horner efficiency is apparent from examination of these
two figures. Note that the fTPAF exhibits less “droop” at the end points of the rotation interval, as might be
expected. We expect that iterative adjustment of the composite weights used to train the MS filter could reduce
this droop in the same manner, or the present filter conld be viewed as one providing excellent uniformnity over a
reduced interval, e.g., +8 degrees.

5.2 Discrimination and Sidelobes

Discrimination against the truck and sidelobe levels were evaluated aver the s:ame testing interval.
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Figure 7: Target correlation peak intensity of four TPAF smart filters.

The minimum truck discrimination and maximum sidelobe levels found over the central +8 degree interval are
tabulated:

Filter Minimum Truck Maximum
Type Rejection (dB) | Sidelobe (dB)
MS 3.7 -3.5
fTPAF 1.6 -1.9
Comp. TR-TPAF 2.2 -1.9
Comp. BPOF 0.8 -0.2

The MS filter is again generally superior to the other types.

53 Interpretation of Simulation Results

In these simulations, clearly the MS filter was significantly superior tn the nther three types of smart TPAFs tested,
based on overall performance with respect to four metrics. The generality of this result is limited by the use of
only one test background scene, Figure 3 (a), and also by the other specific characteristics of the defined problem
The scope of Lhese tests also was limited in that exhaustive design iterations to obtain the best possible exemplar
of each filter type were not performed. However, prior experience with the fTPAF and TR-TPAF filters indicates
that any change in the percentage elements seroed involves a tradeoff between P/C and Horner efficiency, o that
the likelihood of finding a better overall combination than the filters tested seems low. The possible variations of
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MS filter formulation procedure have only been sparsely explored in this effort. [t seems possible that atlier ~haices
of filter starting point night yield substantially improved results.

The MS filter was tested using the other background scene, Figure 3 {b) and exhibited abont the same P € yp4
Horner efficiency, but substantially reduced rejection of the (tank) false target (e.g., -2 dB). We conjecture this is
because the tank looks more like a composite helicopter and/or becanse the tank image contains more energy.

In one case, TLA = 0, the MS filter was iterated to convergence, resulting in 92.5%% of the elements bheing et tn
the zero-state. This filter exhibited only slightly better P/C than the MS filter used in the above tests, althongh
nniformity over the £10 degree testing interval was significantly improved. These improvements were obtamed at
the expense of a 4.3 dB reduction in Horner efficiency, to 0.20%, or a 9.8 dB reduction from the efficiency nf the
BPOF. The practical impact of this depends on the specific correlator hardware implementation. [t probably stiil
compares favorably to the efficiency of a classical matched filter.

6. Experimental Correlations

We have obtained initial experimental results with the MS filter for the defined test problem. for helicopter rntatians
of -10, -5, 0, 5, and 10 degrees, on the background scene of Figure 3 (a). The experitmeutal correlator used 128-hy-128
Semetex MOSLMs at both input and Fourier planes, and used an optical configuration similar to that previously
reported [8]. Normalized intensity plots of the simulation and experimental results for +5 degrees rotation are
shown in Figure 8.

The P/C and sidelobe levels exhibited by the experimental results are tabulated with the simulation predictions:

Rotation Angle | P/C (dB) Sidelobe (dB)
(degrees) Measured | Simulated Measured Simulated
-10 5.3 3.9 -2.3 -2.5
-5 5.6 5.5 -1.8 -4.6
0 59 6.4 -4.1 -5.1
5 6.6 5.5 -3.2 -5.5
10 5.2 2.7 -0.6 -2.0
Avg. 5.7 4.8 -2.8 -3.9

The tabulated and plotted experimental results are based on captured video images and have been corrected for
a gamma value of 0.7, believed to be appropriate based on careful measurements perforined on a different sample
of the same model camera. If the results are not gamma-corrected, the dB measurements in the above table are
reduced to 70% of the tabulated values, i.e, an average P/C of 4.0 dB which is still in reasonable agreement with
the simulation average. Sidelobe levels are already higher than predicted by simulations and would become higher
without gamma correction.

Regardless of possible questions concerning gamma correction, these results clearly enable easy target peak
detection (as can be judged from the figure} and they represent excellent agreement between experiment and
sitnulation, considering that the correlator has just heen assembled and probably can be adjusted for improved
performance.
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7. Conclusions

A new TPAF smart correlation filter formulation, the metric-sort (MS} filter, has heen defined and assessed by
compnter simulations on a distortion-invariant test problem based on LADAR range imagery. The MS flter
exhibited overall performance superior to three other smart TPAF's, based on four metrics addressing light eficiency
and discrimination.

A simple and easily implemented preprocessing technique called the “bin-slice” algorithm was develnped for
application to LADAR range images to yield binary images suitable for input into optical correlators using hinarv
input SLMs. A strategy for using this technique in conjunction with a high frame rate correlator svstem was
suggested. ‘

Experimental results verifying the successful implementation of the developed MS filter were presented

The MS filter formulation is in itz initial stages of development and application. Its design variations have
only been sparsely investigated. We are investigating techniques to incorporate both specific nontarget shapes and
peak-width constraints in the MS design process.
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abstract

Hybrid (optical/electronic) adaptive correlator (HAC) systems based on rapsd sequen-
tial optical correlation are recesving renewed interest for automatic target recognition
(ATR) primarily as a result of recently developed real-time devices and filter formula-
tions which make compact, rugged, high performance systems possible in the near term.
These systems will attack the class discrimination problem through the combined power
of high correlation throughput and "smart” filter formulations which reduce the number
of filters needed to perform a recognition task in the presence of clutter. Neural net-
work approaches have potential application in several roics as part of a HAC system.
Of particular interest is the concept of on-line adaptation of the filter pattern to masn-
tain near-optimum correlation performance despite changes in input scene nosse and/or
clutter and target distortions. This paper reports initial results of a ssimulation study in-
vestigating this concept. The HAC concept and supporting technology developments are
reviewed to provide necessary contezt.

1 Introduction

The hvbrid adaptive optical correiator (HAC), diagrammed in Figure 1, is a leading
candidate to achieve an impressive existence proof for useful optical processors in pat-
tern recognition applications such as automatic target recognition. Research and device
development over the past several years, primarily the combination of magneto-optic
spatial light modulators (1,2| and the binary phase-only filter (BPOF) {3,4] and ternary
phase-amplitude filter (TPAF) [5] concepts have led to the laboratory demonstration of
real-time correlators which prove the feasibility of hybrid correlation concepts [6,7,8].
Systems which can be constructed in the near term based on these concepts will be
capable of performing correlations of 256-by-256 element patterns at rates up to 1000
correlations per second. Each correlation can involve a different input and reference
pattern, the latter being stored in digital memory. Such storage is practical and efficient
due to the reduced information content of BPOF filters; 1000 such filters will fit in four
MB (megabytes) of memory, a rather modest amount with today’s digital technology.
Rapid access of BPOF patterns is possible because they are stored in the binary form
directly useable by the filter SLM; no D/A or other type of conversion is required. In
the HAC concept, Figure 1, this real-time optical correlation approach is the basis for
the “rapid sequential optical correlator” module, while the remainder of the system is
envisioned as electronic, thus defining a hybrid system.
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Figure 1: Hybrid Adaptive Correlator Concept Diagram

Neural network approaches have potential application in the HAC architecture in at
least three general (and somewhat overlapping) functional areas:

e Adaptive processing to control HAC operation,

o Post processing to interpret correlation output patterns,

e Adaptive on-line formulation or modification of filter patterns.
In this paper we report initial results of a computer simulation study aimed at assessing
the feasibility of one of many possible concepts in the third area listed — adaptive filter

formulation. We note that work addressing the second area has already been reported
by researchers at the Air Force Institute of Technology [9).

Background on discrete-valued correlation fiiters (i.e., BPOFs and TPAFs) will be
presented, followed by a description of the relatively simple problem selected for our
initial investigation and the neural network approach used. Preliminary results of this
ongoing effort will be presented and interpreted.

2 Discrete-valued correlation filters

We are concerned with filter patterns to be introduced (modulated, addressed) irto the
well known “4-F” coherent optical correlator configuration based on Fourier optics [10].
In this processor, which uses light amplitude as the analog variable, convolution (or
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correlation) functions are achieved by multiplication of light patterns representing the
Fourier transform of an input pattern by a modulation pattern representing the Fourier
transform of a reference pattern (i.e. filter pattern), followed by another Fourier (or
inverse Fourier) transform, each transform being accomplished with a single lens. For
practical (real-time) operation in a HAC, the filter pattern must be introduced rapidly
using a spatial light modulator (SLM) device. Until recently this was believed impractical
because of the lack of a SLM capable of modulating patterns with complex values, (having
independently varying real and imaginary, or phase and magnitude, components).

In 1984, attractive correlation performance was demonstrated, in simulations, for
filters retaining only the phase component of the reference function transform {11} and,
shortly thereafter, correlation filters quantized to only two phase values, 0 and r radians
or modulation levels of -1 and +1, were shown to perform well [3,4]. Since magneto-optic
SLMs (MOSLM) capable of rapid binary-phase modulation were commercially available,
successful demonstrations of real-time BPOF correlators were soon reported [6,7], and
the potential for the HAC was established.

Ternary phase-amplitude filters use modulation levels of -1, 0, and 1, i.e., a combi-
nation of binary phase and binary amplitude modulation which may be viewed as the
cascade (multiplication) of a binary amplitude mask (BAM) with an existing BPOF
pattern. Formulation of the BAM pattern based on the ratio of target and nontarget
spectral energies can improve discrimination or correlation peak-to-clutter ratios as has
been demonstrated in simulations (5| and experiments [8|. The experimental demonstra-
tion used an easily accessed third state of the MOSLM devices as the zero modulation
state. Thus TPAF filters are a practical reality for use in the HAC.

A primary issue of HAC operation is handling input target distortions while main-
taining good target-vs-nontarget discrimination. Correlation is notoriously distortion
sensitive so that a single filter has no hope of performing well for any problem of prac-
tical complexity, such as automatic target recognition. The HAC arcgitecture has an
inherent strength in attacking this problem: the large bank of (precomputed) correla-
tion filters which can be rapidly accessed. Also, each filter can be designed to optimize
the inherent tradeoff between distortion invariance and discrimination for the particular
application domain. Such filters are called “smart filters.”

Smart filters for BPOF and TPAF encoding have been reported {12,13,14} and their
use in the HAC defines a powerful generic pattern recognition approach. Nevertheless,
the ability to adaptively reformulate the filter pattern so as to maintain good filter
performance in response to changing input parameters, such as target distortions and
noise/clutter variations, is very desirable since any system relying solely on a bank of
precomputed filters can be overwhelmed when the complexity of the application exceeds
some limit determined by system filter storage capacity and/or the computations required
to select the proper filters from storage.

In the work reported here, the use of a neural network to adaptively select the band-
pass characteristic of a TPAF is investigated.
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Figure 2: Input scenes with noise levels of (a) 10%, (b) 20%, (c) 40% and (d) 60%.
3 Problem Definition

An initial test problem was defined using binary input scenes as shown in Figure 2. The
target is a hypothetical airplane silhouette and the nontarget is random background noise.
Simulations were performed on a 64-by-64 pixel format. To generate the background
noise, pixels were randomly turned on (set to binary one) with each pixel independently
having a certain probability of being on. This probability was expressed as a percentage
and served as an indication of ncise level. The noise level also represents the fraction of
background pixels turned on. Noise levels of 0, 10, 20, 40, and 60% were used in these
studies.

A BPOF was computed for the target using a threshold line angle of 45 degrees [15|
and was used as the phase component of all the TPAF patterns investigated. The issue
under investigation in these initial studies is the performance of a neural network in




Figure 3: Bandpass BAM rings defined in Fourier (filter) plane

establishing the BAM pattern of a TPAF so as to adapt the filter for good peak-to-
clutter performance in response to variations of the input noise level.

In general BAM formulation requires the optimal setting of N2 or 4096 binary values,
implying a neural network having that many binary outputs, which is currently beyond
practical consideration, even in simulations. To reduce problem complexity to a manage-
able, but still meaningful, level the domain of possible BAM patterns was parametrized
using bandpass rings as depicted in Figure 3. In this figure, the square borders define
the Nyquist-limited bandwidth of the processor, assumed to be defined by a 64-by-64
element pixelated input SLM. The four BAM rings are defined by radii having factor-
of-two ratios, i.e., 4, 8, 16, and 32 pixels. Each ring is either on or off (all encompassed
pixels set either to one or zero) and a complete BAM specification simplifies to a four-bit
binary number.

A significant body of “designer wisdom” is available regarding the effects of spatial
frequency bandpass tailoring on correlation performance both from the literature [16]
and from observations of many simulations performed in this and other studies. The
primary mechanisms of interest here are the effect of bandpass on two key correlation
performance metrics: peak-to-clutter and peak width. In our studies peak-to-clutter is
defined as the ratio of the energy (intensity) of the properly located maximum correlation
peak pixel to the next highest pixel energy value located outside the correlation peak
region. This region was arbitrarily defined as a 5-by-5 pixel area centered on the peak. In
general, there is a bandpass which optimizes peak-to-clutter for a given target and type
of input noise. This optimization has been analyzed for phase-only filters and Gaussian
zerc-mean additive white noise {16] but analytical solutions valid for general noise types
are not available.

Correlation peak width is important because it determines the difficulty of peak
localization, which transiates directly to target location estimate accuracy. In general,
peak width is inversely related to filter bandwidth via the uncertainty principle of the
Fourier transform, i.e., narrow peaks require high bandwidth.
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Filter design must deal with the intrinsic tradeoff resulting from the peak-to-clutter
and peak width dependencies on filter bandwidth, i.e., the BAM pattern yielding the
best peak-to-clutter will frequently not be the one yielding the narrowest peak. We
have handled this in our studies by a simple constraint designed to ensure a reasonably
narrow peak - we exclude from consideration BAM patterns in which only the first
(smallest radius) ring is turned on. This is a design choice based on examination of
the correlation peak widths corresponding to different bandpass choices, and a different
choice might be made depending on the relative importances of peak-to-clutter and
localization performance.

To summarize, the goal of the neural network is to provide four binary outputs which
set the on/off status of the four bandpass rings of a BAM (see Figure 3) so as to optimize
peak-to-clutter performance of the resulting TPAF in response to varying amounts of
input noise, subject to a maximum peak width constraint which excludes one of the 16
possible BAM choices. (One other bam choice, all zeros, is excluded because it completely
blocks the signal, leaving 14 allowed BAM patterns.)

4 Neural Network Approach

We now discuss the configuration of a neural network to attack the problem defined in the
previous section. The first major issue is to define the information the network should use
to make its decisions, i.e., to define the network inputs. There are many possible choices,
but we have selected one which is both attractively simple and, we believe, logical, i.e.,
probably includes the requisite information to support a good network choice. The power
spectral energy of an input scene averaged over each of the four BAM rings defined in
Figure 3 comprises a set of four continuous valued features which are easily derived
in real-time by a slight modification of the optical correlator architecture and which
represent a crude power spectrum analysis of the background noise (assuming that the
target subtends a small fraction of the total field of view). The required correlator
modification involves simply inserting a beam splitter after the first Fourier transform
lens to direct the optically derived transform onto a suitable detector array.

We note that noise level variations for the noise model described can be characterized
by only one parameter. Why not make that single parameter the input to the neural
network? If handling noise generated by the particular noise model described was the
only goal of our work, this would be a valid criticism. However, an implicit assumption
of our problem setup is that other types of noise can be handled by the same approach
and that power spectral density features are good candidates as general descriptors of a
wide class of noise types. '

Thus the desired neural network has four continuous inputs and four binary outputs.
We selected a three-layer perceptron network with 13 hidden-layer units, trained by
back-propagation [17].

Training and (separate) test sets were defined for the five noise levels mentioned,
including multiple instances of input noise samples at each level above zero. Correlations
were performed using each of the 14 allowed BAM (network output) choices for each of
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Table 1: Selected training set cases

Noise level | Band 1 | Band 2 | Band 3 | Band 4 | BAM pattern | Peak/Clutter
(% area) | energy | energy | energy | energy | (binary #) (dB)
10 1.416 0.168 0.093 0.083 1111 11.2
10 1.370 0.175 0.090 0.085 1110 11.4
20 1.296 0.229 0.139 0.143 1111 10.5
20 1.294 0.238 0.122 0.146 1110 11.2
40 0.859 0.209 0.194 0.210 1100 7.3
40 0.863 0.314 0.184 0.206 1110 6.8
60 0.463 0.198 0.190 0.208 1100 5.5
60 0.495 0.256 0.184 0.209 1110 4.74

33 sample input scenes. For training, two BAM patterns were chosen as desired network
outputs for each input case. Selection of the two BAMs was based on peak-to-clutter
and statistical representation considerations. In all, 35 training set cases were defined,
encompassing five nonise levels, 17 different input scenes, and 35 desired BAM output
patterns. The remaining 16 input scenes (plus the zero-noise case) were withheld as a
test set. A selection of training set cases is given in Table 1, in which the variation of
the four input spectral features with noise level is represented.

A complication which must be addressed in formulating a viable training set is that
typically 4 or 5 of the 14 allowed BAMs will provide peak-to-clutter within two dB of
the maximum value for a particular input scene. The straightforward approach is to
represent every BAM within this acceptable near-optimum range in a training set case,
which would result in a training set several times the size we used. Instead we selected
training BAMs with the goal of fairly representing all the different near-optimum BAM
patterns in the training set.

5 Preliminary Results

The network was trained for 1,000 cycles and peak-to—clutter performance was evaluated.
Performance on the training and test tests is summarized in Figure 4. To provide a fair
basis for evaluation, the peak-to-clutter performance of two fixed “designer’s choice”
BAM patterns is included in the figure. These are the full-bandwidth filter and the
quarter-bandwidth filter, corresponding to all or only the innermost two BAM rings
being turned on, respectively. Maximum, minimum, and average peak-to-clutter values
are indicated by cross-hatching variations on each bar. Results with zero input noise are
not plotted since “peak-to-clutter” is at best a questionable concept in this case.
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Figure 4: Neural-adapted filter performance for (a) training set inputs and (b) test
set inputs. Noise levels (percentages) are listed along left side. “ANS” denotes Artificial
Neural System. Min, Avg, and Max values are located at the right end of their respective
cross-hatched areas.




In general an experienced designer might expect the full bandwidth filter to perform
best with little or no input noise and the reduced bandwidth filter to perform better with
higher noise levels, and these trends are seen in the figure, although all filters perform
well with only 10% input noise. The performance of the adaptive filter must be judged
as highly acceptable (i.e., near optimum). It provides peak-to-clutter very close to the
best fixed-BAM filter and/or substantially better than the worst fixed-BAM filter in
every case. Thus it is providing near-optimum performance when compared with the
two designer’s choice filters.

It could be argued that the fixed-BAM quarter-bandwidth filter provides better over-
all peak-to-clutter performance than the adaptive filter which then has no apparent
advantage. However, the adaptive filter provides full bandwidth when the noise level is
low enough to do so without sacrificing peak-to-clutter, and this provides narrower peaks
which are preferable for target location estimation purposes.

Although not conveyed by the data presented, examination of the correlations per-
formed with all possible BAM patterns indicates that the full-bandwidth and quarter-
bandwidth BAMs are optimum or near optimum in terms of peak-to-clutter for the 10%
and 60% noise levels respectively, and that a gradual transition of bandwidth from full
to quarter as noise increases is a near optimum adaptive behavior. Examination of the
BAM patterns output by the network indicates that it approximates this behavior.

Training was continued to 10,000 cycleg with the same training set, resulting in few
changes in the BAM pattern chosen for a given input, and no net improvement of overall
filter performance.

A key issue is whether this adaptive filter approach can be successfully extended to
different forms of noise. Figure 5 gives examples of input scenes containing different levels
of background clutter generated by an Ad Hoc model which randomly positions noise
clumps of randomly variable size. We first wondered how well the network trained only
using the original type of noise would perform on the new type of noise. We found that
the adaptive filter performed reasonably well, providing peak-to-clutter ranging from
8.7 to 2.8 dB over the noise range of 10% to 60% (area coverage) compared with the
absolute-best BAMs (chosen differently for each noise level), whose performance ranged
from 10.99 to 3.98 dB.

6 Conclusion

These initial simulation results indicate promise that neural networks can provide useful
adaptation of TPAF correlation filters, at least for the relatively simple problem ad-
dressed. These preliminary results are based on only a sparse exploration of critical
parameters such as number of hidden units, training set size and representation, and
performance variation with number of training cycles. We plan to extend the investi-
gation to encompass different noise/clutter models (e.g., Figure 5) and a more robust
exploration of the important network parameters.

The problem of adaptation to follow input target distortions is of great interest and
will be addressed in the future. The desirability of adapting more complex filter patterns
is obvious and should be addressed when practical. It is hoped that the techniques learned
with simple problems will be extensible to more complex cases.
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Figure 5: Sample input scenes using a second clutter model for (a) 10%, (b) 20%, (c)
40%, and (d) 60% area noise coverage
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NEURAL NETWORKS WITH OPTICAL CORRELATION INPUTS
FOR RECOGNIZING ROTATED TARGETS

Steven C. Gustafson, David L. Flannery, and Darren M. Simon

University of Dayton, Research Institute,
300 College Park, Dayton, Ohio 45469

ABSTRACT

Backpropagation-trained neural networks with optical correlation inputs are used to predict target rotation
and to synthesize simplified optical correlation filters for rotated targets.

INTRODUCTION

Optical correlator designs that use discrete-level Fourier transform filters (binary phase-only or ternary
phase-amplitude) have received recent artention because of their promise for pattern recognition applications such as
target recognition (e.g., Flannery and Homer, 1989; Lindell and Flannery, 1989]. Neural networks have been
considered (1) for processing correlation peak data to improve target detection probability and reduce errors, (2) for
synthesizing simplified correlation filters using correlation peak and input scene data, and (3) for controlling hybrid
adapdve carrelator systems in which correlation filters are changed as the target rotates, scales, or distorts. In
particular, neural networks have been investigated for the on-line adaptation of optical correlation filters [Flannery,
Gustafson, and Simon, 1989). In this paper backpropagation-trained neural networks are successfully used to predict
target rotation angles and to synthesize simplified optical cormelation filters for rotated targets. Necessary
background information and terminology on discrete-level correlation filters and adaptive correlation systems is
given in the references cited above.

NEURAL NETWORK PREDICTION OF TARGET ROTATION USING CORRELATION PEAK INPUTS

Figure 1 shows the binary target used in the computer simulation studies, which were performed with 128
by 128 element arrays. Twocomhuon%uksmgammd.ommmmmgetmumnmhnvem:heﬁlwand
one with target rotation in the range +40 m40 Ammyphse-amphmdeﬁlta(’l‘PAF)conmnngofau
threshold line angle (TLA) binary phase oaly filter (BPOF) superimposed on a quarter-bandpass binary ampliude
mask (BAM) was used (for definitions see, e.g., Flannery and Homer, 1989; Lindell and Flannery, 1989]. Each
correlaton peak was sampled by a § by § element grid centered on the peak. The maximum value of each peak was
normalized 0 the value of the maximum peak 0 that only peak shape and not peak height contained target rotation
information.

A standard beckpropagation-trained neural net (Rumelhart, Hinton, and Williams, 1986]) was simulated on
the Brainmaker system from California Scientific Software. For training the neural net inputs were S0 normalized
element values for two correlation peaks as discussed sbove, and the output was predicted target rotation. There was
one layer of 150 hidden neurons. Trﬁningwaasomnu.mdwngmnmmmwm
increments.

Figures 2, 3, and4showronnonangledzmon(munonanglepm¢ctedby%\eneu:lnetmmusacnm
roaton angle) versus actual rotation angle. Form%mgonudmposnve(OmAO)anepnve(On-tO)
rowtion, the predicted rotation has errar less than + 2.8 forenhermmngonemngmunonan For training on
bodnpounvemdnemverounonthnmutypuuywuhmzs except for an anomaly a8 30 - .35°.
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NEURAL NETWORK SYNTHESIS OF REDUCED FORMAT
BPOF FILTERS FOR ROTATED TARGETS

Figure S shows a simplified correlation filter format used to investigate neural nets for filter synthesis. A
wegge-ring design with 32 regions is employed: 4 rings of element radii S, 9, 18, and°34; 8 wedges each covering
45". Except for a central D.C. block of radius 3, the simplified filter is formed from a 0" TLA BPOF: target Fourier
transform elements in each of the 302 regions are sumnéed; if the sum is positive the region hgs a phase shift of 0°.
otherwise it has a phase shift of 180 . In Figure 5 the 0~ phase shift regions are white, the 180" regions are grey, and
the D.C. block region is black. Note that due to symmetry imposed by the TLA, only 16 regions are independent.
The border of the figure corresponds to the Nyquist bandwidth defined by sampling of the input scene. Note that the
BPOF is defined only over a limited bandpass, which was established as near-optimum by trial-and-error
simulations.

Figures 6, 7, 8, 9, and 10 show correlation peaks normalized to unit height for various target and filter
rowations. As in the roiation prediction snudy described above, the neural net inputs are 24 element intensity values
from a § by § element grid centered on a correlation peak normalized to unit height (excluding the center element
value). However, in this case the goal is 10 generate a near-optimum fiiter for a rotated target based on the shape of
the correlation peak for a baseline filter. Thus the neural net outputs are 16 binary values that specify the phase
shifts of the 32 BPOF regions (16 of which are independent) of the simplified filter for various target roations.
Another suandard backpropagation-trained neural net simulation (Brainmaker software) was used that had one
hidden layer of 35 neurons. There were 19 training cases: 22.5° 1067.5° in2.5° steps of target rotation. All maining
cases were represented exactly by the neural net after 78 uamm§ cycles Spruamnons gfall 19 cases). After

training the neural net was tested on 10 arbitrarily chosen cases: 23 .28°.31 ,410,440.53 .56°,6l°.md66°.

Figure 11 shows results for carrelation peak intensity versus target rotation angle. Note that the simplified
ﬁlmgndmizedbymMWMumummcFmgmdngmﬂummarkedlysuperionomeﬁlctﬁxed
at 22.5 . Also, the neural-net-synthesized filter at 60 -70 was almost as good, for both raining and esting, as the
baseline 22.5° filter. The dip in performance near 45° is due to boundary effects and motivated the selection of 2.5
as the baseline filter rotation. Performance could be improved by staggering the filter wedges in neighboring rings.
Figure 12 shows results for correlation peak-to-sidelobe ratio (peak inteasity divided by maximum peak intensity
outside the 5 by S element grid) versus target rowtion angle. The same gbod performance as in Figure 11 is
apparent

CONCLUSION

Backpropagation-trained neural networks with optical correlation peak shape inputs were successfully used
to predict target rotation and to synthesize simplified optical correlation filters for rotated targets. These results,
which were obtained without detailed analysis of optimum neural network or correlation parameters, indicate that
neural networks might perform well in either selecting optimum filters or in synthesizing simplified filters for
adaptive optical correiators with rotated (or scaled, distorted, etc.) target inputs. Obvius directions for future work
include the use of additional wedge-ring regions and the investigation of both multiple target recognition and
discrimination against clutter and noise.
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Figure 1. Target used for computer simulations.
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Figure 2. Rotation angle predicted by neural net minus actual rotation angle versus actual rotation angle; training
and testing on positive angles.
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Figure 3. Rotatioa angle predicted by neural net minus actual rotaton angle versus actual rotation angle: training
and testing on negative angles.




Figure 4. Rotation angle predicted by neural net minus actual rotation angle versus actual rotation angle; training
and testing on positive and negative angles.

Figure S. Simplified correlation filter used to investigate neural nets for filter synthesis.
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Figure 6. Comlanonpeakmmanzedxounitheightfonargetmtawdzz.soandﬁhenm:edzzso.

Figure 7. Correlasion peak normalized 1o unit height for target rotated 37.5° and filter rotated 22.5.
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Figure 8. Correlation peak normalized to unit height for target rotated 37.5° and filter rotated 37.5°.

Figure 9. Comhdonpeakmmﬂizedmmhhei@tfamummedﬂ.fﬁﬁh«rmmd&f.
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Figure 10. Correlation peak normalized to unit height for target ratated 57.5° and filter rotated 57.5°.
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Figure 11. Correlation peak intensity versus target rotation angle. Circles: filter fixed at 22.5° and target rotated at
indicated angles. Squares: filter synthesized by neural net a training angles. Triangles: filter
synthesized by neural net at testing angles.
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